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Preface 
The first North American digital cellular standard, based on time-division 
multiple-access (TDMA) technology, was adopted in 1989. Immediately 
thereafter, in 1990, Qualcomm, Inc. proposed a spread-spectrum digital 
cellular system based on code-division multiple-access (CDMA) technology, 
which in 1993 became the second North American digital cellular standard, 
known as the IS-95 system. This book is written for those who are interested 
in learning all about the technical basis of the design and the operational 
principles of the IS-95 CDMA cellular system and of related personal com- 
munication services (PCS) systems, such as the one specified as the standard J- 
STD-008. These CDMA communications systems are spread-spectrum 
systems and make use of most of the modern communication and informa- 
tion-theoretic techniques that have so far been discovered by so many 
scientists and engineers. The primary objective of this book is to explain i n  a 
tutorial manner the technical elements of these remarkable wireless communi- 
cation systems from the ground level up. The book also provides in the 
beginning chapter all the tools, in the form of systems analysis basics, for 
those who need them to understand the main flow of the text in the 
succeeding chapters. In that sense, the book is self-contained. We have 
generated many problems, each with a solution, to aid the reader in gaining 
clear and complete understanding of the subjects presented. In order to keep 
the reader's attention focused on the main flow of the discussion, where 
necessary, involved mathematical derivations are put into an appendix in each 
chapter. 

This book is based on materials used for extensive technical courses 
conducted by the first author of this book in Korea and the United States 
since 1993, under variations on the generic title of Elements of the Technical 
Basis for CDMA Cellular System Design. In Korea alone over 1100 hours of 
lectures on these topics were given at various organizations: the Electronics 
and Telecommunications Research Institute (ETRI); the Central Research 
Center of Korea Mobile Telecommunications Coporation (now SK Telecom); 
Shinsegi Telecommunications, Inc. (STI); Seoul Communication Technology 
Co. (SCT); Hyundai Electronics Industries Co., Ltd. (HEI); Hans01 PCS; and 
Korea Radio Tower, Inc. (KRT). A tutorial on this subject was also given at 
the 2nd CDMA International Conference (CIC) held in Seoul in October, 
1997. The style and manner of presentation of the technical issues were 

xix 
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motivated from the experience of teaching practicing engineers at these 
industrial facilities. The book is organized into eleven chapters: 

Chapter 1, Introduction and Review of System Analysis Basics, begins by 
reviewing the fundamental concepts of SS and CDMA systems. The rest of 
the chapter contains tutorial coverage of systems analysis basics relevant to 
succeeding chapters, including sampling theory, waveshaping for spectrum 
control, and the use of probability functions in systems analysis. 

Chapter 2, Mobile Radio Propagation Considerations, provides an over- 
view of radio propagation loss models and mobile radio channel models, 
including the use of these models in cellular design. The material is given in 
some detail in order to enable the engineer to use such models as cell-design 
tools and to discern which models are useful in particular situations. 

Chapter 3, Basic Cellular Systems Engineering, explains the fundamentals 
of telephone traffic theory, conventional cellular system architecture, and 
cellular engineering tradeoffs. Since it is important for engineers to know the 
reasoning behind any equation or table they use, each topic that is presented 
is given in complete form rather than as an unexplained "cookbook" ingred- 
ient. We have striven to make these topics clear so that engineers can "think 
cellular" on their own. 

Chapter 4, Overview of the IS-95 Standard, gives a systematic summary 
of the main features of the CDMA common air interface standard, with more 
detailed discussions of selected aspects in the chapter's appendices. This 
chapter is the distillation of several hundred pages of documentation into a 
coherent summary that indicates not only what the system design is, but also 
the design philosophy behind it, including detailed explanations not available 
in the IS-95 document, such as the theory behind the interleaving and the 
hash functions used in the system. 

Chapter 5, Walsh Functions and CRC Codes, sets forth the theory and 
application of the Walsh functions used for orthogonal multiplexing on the 
IS-95 forward link and for orthogonal modulation on the reverse link. The 
relations between Walsh, Hadamard, and Rademacher functions are shown, 
and several ways of generating and demodulating Walsh functions are given. 
The material presented on Walsh functions in this chapter is much more than 
what is required in understanding their application to IS-95 CDMA systems. 
The CRC codes used by the system to detect frame errors are explained in a 
tutorial manner to the extent needed to understand their use in IS-95. 

Chapter 6 ,  Theory and Application of Pseudonoise Sequences, gives the 
mathematical background of the PN sequence generators used in IS-95. It is 
shown how to derive the "mask" vectors that are used extensively in the 



Preface xxi 

system to assign different PN code offsets to base stations and different PN 
code starting positions to mobile users. The correlation and spectral prop- 
erties of PN code waveforms are also treated, with a view toward their 
application to code tracking in the following chapter. 

Chapter 7, Modulation and Demodulation of 13-95 Spread Spectrum 
Signals, gives performance analyses of forward and reverse link modulations. 
The advantages of the QPSK spread-spectrum modulation used in IS-95 over 
BPSK spread-sprectrum modulation are thoroughly analyzed. The principles 
of PN code acquisition and tracking are explained. The effect of using shaped 
and unshaped PN code references are also quantitatively analyzed. 

Chapter 8, Convolutional Codes and Their Use in IS-95, treats the theory 
and practice of convolutional codes in a tutorial manner, leading up to their 
use in the CDMA cellular system. The convolutional codes used in IS-95 are 
evaluated based on the theory and the formulas developed in the chapter. 

Chapter 9, Diversity Techniques and Rake Processing, begins with the 
treatment of generic diversity techniques, such as selection diversity, equal 
gain diversity, and maximal ratio combining. The original Rake concept is 
explained. The chapter concludes with a description of the application of the 
Rake concept in the IS-95 system. 

Chapter 10, CDMA Cellular System Design and Erlang Capacity, begins 
by examining the CDMA cellular system forward and reverse link power 
budgets in great detail, providing a systematic treatment of the signal and 
interference parameters, such as loading, that directly influence the operation 
of the system. Methods for characterizing CDMA cell size and for balancing 
forward and reverse link coverage areas are described, and the effect of 
CDMA soft handoff on link reliability is summarized. The merit of the 
CDMA system is assessed in terms of Erlang capacity. Methods are shown 
for analyzing the area coverage of the system. 

Chapter 11, CDMA Optimization Issues, deals with the control of 
parameters related to system optimization in terms of the selection of base 
station PN code offsets and the allocation of power to forward link channels. 
The fade margins achievable on the forward link are derived as functions of 
the system parameters. A new concept of forward and reverse link "capacity 
balancing" is introduced. Finally, the implementation of dynamic forward 
power allocation to the signaling (pilot, sync, and paging) channels is 
discussed in conjunction with closed-loop forward traffic-channel power 
control. 
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lntroduction and Review of Systems Analysis 
Basics 

1.1 lntroduction 

The purpose of this book is to provide a clear understanding of code-division 
multiple access (CDMA) technology and build a solid understanding of the 
technical details and engineering principles behind the robust new IS-95 
digital cellular system standard. The book is intended to help practicing 
cellular engineers better understand the technical elements associated with 
CDMA systems and how they are applied to the IS-95 standard, which was 
developed in response to the requirement for the design of a second-genera- 
tion cellular telephone system. The CDMA cellular system uses state-of-the- 
art digital communications hardware and techniques and is built on some of 
the more sophisticated aspects of modern statistical communications theory. 
The book is designed to be self-contained in that it includes in this chapter all 
the systems analysis basics and statistical tools that are pertinent to the tech- 
nical discussions in the later chapters. 

The "second-generation" means digital, as opposed to the "first- 
generation" analog system. The current U.S. analog cellular system, known 
as the Advanced Mobile Phone System (AMPS), operates in a full-duplex 
fashion using frequency-division du~lexing (FDD), with a 25-MHz bandwidth 
in each direction over the following frequency allocations: 

From mobile to base station: 824-849 MHz; 

From base station to mobile: 869-894 MHz. 

The Federal Communications Commission (FCC) further divided the 25- 
MHz bandwidth equally between two service providers, known as the "A" 
(wire) and the "B" (nonwire) carriers, each with 12.5MHz of spectrum 
allocated for each direction. 
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In AMPS, each channel occupies 30 kHz of bandwidth in a frequency- 
division multiple access (FDMA) system, using analog frequency modulation 
(FM) waveforms. The frequencies that are used in one cell area are reused in 
another cell area at a distance such that mutual interference gives a carrier-to- 
interference power ratio of no less than 18dB. Given this performance re- 
quirement and the fact that in the mobile radio environment the attenuation 
of carrier power usually is proportional to the fourth power of the distance 
from the emitter to a receiver, the analog cellular system utilizes seven-cell 
clusters, implying a frequency reuse factor of seven. The resulting capacity is 
then just one call per 7 x 30 kHz = 210 kHz of spectrum in each cell, and in 
the total of 12.5 MHz allocated there can be no more than 60 calls per ce1l.l 

In 1988, the Cellular Telecommunications Industry Association (CTIA) 
released cellular service requirements for the next-generation (second-genera- 
tion) digital cellular system technology, known as a users' performance 
requirements (UPR) document. The key requirements included a tenfold 
increase in call capacity over that of AMPS, a means for call privacy, and 
compatibility with the existing analog system. The compatibility require- 
ment arose from the fact that the FCC did not allocate a separate band for the 
digital system, so the second-generation system must operate in the same band 
as AMPS. 

In 1989, a committee of the Telecommunications Industry Association 
(TIA) formulated an interim standard for a second-generation cellular system 
that was published in 1992 as IS-54 [I]. In that standard, which became the 
first U.S. digital cellular standard, the committee adopted a time-division 
multiple access (TDMA) technology approach to the common air interface 
(CAI) for the digital radio channel transmissions. The IS-54 TDMA digital 
cellular system employs digital voice produced at 10 kbps (8 kbps plus over- 
head) and transmitted with 7r/4 differentially encoded quadrature phase-shift 
keying (7r/4 DQPSK) modulation. The design envisioned noncoherent 
demodulation, such as by using a limiter-discriminator or a class of differential 
phase detectors. Because the IS-54 system permits 30 kHz110 kbps = 3 callers 
per 30-kHz channel spacing, the increase of capacity over AMPS is only a 
factor of three (180 calls per cell), and the TDMA digital cellular system so far 
falls short of meeting the capacity objective of the UPR. 

Immediately following the emergence of the IS-54 digital cellular stand- 
ard, Qualcomm, Inc., in 1990 proposed a digital cellular telephone system 
based on CDMA technology, which in July 1993 was adopted as a second 

1 As is shown in Section 3.2.5, the actual capacity is lower than 60 calls per cell 
because of the allocation of some channels to signaling traffic. 
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U.S. digital cellular standard, designated IS-95 [2]. Using spread-spectrum 
signal techniques, the IS-95 system provides a very high capacity, as will be 
convincingly shown in this book, and is designed to provide compatibility 
with the existing AMPS, in compliance with the specifications of the UPR 
document. 

1.1.1 Multiple Access Techniques 

The first cellular generation's AMPS and the second generation's IS-54 and IS- 
95 are generic examples of the three basic categories of multiple access (MA) 
techniques: 

FDMA; 

TDMA; 

CDMA. 

The three basic techniques can be combined to generate such hybrids as 
combined frequency division and time division (FD/TDMA), combined 
frequency division and code division (FD/CDMA), and others [3]. The IS-95 
system employs FD/CDMA techniques, whereas the IS-54 system uses an 
FD/TDMA method. All these multiple access strategies are competing 
techniques, each aiming at distributing signal energy per access within the 
constrained time-frequency plane resource available. 

In an FDMA system, the time-frequency plane is divided into, say, M 
discrete frequency channels, contiguous along the frequency axis as depicted 
in Figure 1.1. During any particular time, a user transmits signal energy in 
one of these frequency channels with a 100•‹/o duty cycle. In a TDMA system, 
the time-frequency plane is divided into M discrete timeslots, contiguous 
along the time axis as shown in Figure 1.2. During any particular time, a user 
transmits signal energy in one of these timeslots with low duty cycle. In a 
CDMA system, the signal energy is continuously distributed throughout the 
entire time-frequency plane. In this scheme, the frequency-time plane is not 
divided among subscribers, as done in the FDMA and TDMA systems. 
Instead, each subscriber employs a wideband coded signaling waveform [3] as 
illustrated in Figure 1.3. 

Having defined the three MA techniques employed by AMPS, IS-54, 
and IS-95 systems, one may wonder why the capacities of these systems differ 
from one another! Is it the inherent property of the MA technique that sets 
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Base station n 

Figure 1.1 Frequency-Division Multiple Access. 

( Base station ) 

11 tz ... 
b 'Fixed timeslot assignments 

t~ t2 t3 tM . Time 'Low duty cycle 
b- One frame -4 

Figure 1.2 Time-Division Multiple Access. 

one apart from another? Before focusing on the reasons for the differences, 
let us consider an ideal, hypothetical situation as follows: Suppose that each 
of the three MA systems has bandwidth W MHz and each user employs an 
uncoded bit rate Rb = l/Tb, where Tb is the bit duration. Let us also assume 
that each MA system employs orthogonal signaling waveforms, as suggested 
in Figures 1.1 to 1.3. Then the maximal number of users is given by 
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- 
Codes 

*Fixed code assignments 
'100% duty cycle 

Figure 1.3 Code-Division Multiple Access. 

W 
M = capacity 5 - = WTb (l.la) 

Rb 

Let us now assume that the received power of each user in any MA system is 
ST. Then the total received power P, is 

P, = MS, (l.lb) 

The required signal-to-noise power ratio (SNR) or Eb/No (bit energy-to-noise 
spectral density ratio) is assumed to be equal to the actual value, giving 

(1. lc) 

from which we obtain 

M =  (Pr 1% 
Rb ' (EbIN0 Ireq 

Therefore, in an ideal situation, in principle each MA technique can deliver 
equal capacity, namely 
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Yet, in reality each MA system as used in the cellular telephone industry does 
not deliver the same capacity. In this introduction, we can offer some 
answers as to why a certain system does not deliver the full capacity it could 
be capable of providing, but not all the answers until we penetrate deep into 
the succeeding chapters. 

As stated previously, the FDMA-based AMPS falls far short of meeting 
the orthogonal signaling requirements of the ideal FDMA system, in that the 
signal at a given frequency of one cell cannot tolerate interference from a 
signal at the same frequency in another cell unless a mutual distance 
separation is such that the relative power ratio (carrier-to-interference power 
ratio) is above 18dB. This is one of the mitigating realities for the low 
capacity of the signal design of the first-generation AMPS. The IS-54 system 
enhances AMPS capacity by about three times, far short of meeting the UPR 
objectives. The three types of MA techniques used in the FDMA, TDMA, 
and CDMA cellular communications systems may be compared with respect 
to their use of time and frequency resources as shown in Figure 1.4. 

Power Time 

Frequency 
FDMA 

Power 
Time 

Frequency 
TDMA 

Frequency 
CDMA 

Figure 1.4 Multiple access techniques of FDMA (AMPS), TDMA (IS-541, and CDMA (IS-95). 
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The question then is: does CDMA meet the UPR's requirement in 
terms of capacity being at least ten times the capacity of AMPS? The authors 
believe strongly that the answer is a positive "yes"! This book is written not 
only to provide explanations of the basic technology involved in the IS-95 
CDMA system design, but also to prove by analysis the reasons why the 
CDMA system can meet such high-capacity requirements. Chapter 11 offers 
ways of meeting optimality requirements of an IS-95 system, in terms of an 
optimal forward link power control scheme that will provide the high 
capacity the CDMA system is capable of delivering 

The reason for the high capacity of the IS-95 system is not merely the 
near-orthogonality of the signals in any user channels, but also the system's 
exploitation of the fractional duty cycle of human speech voice activity, as 
well as the employment of three or more directional sector antennas that 
increase cell capacity directly through full frequency-time plane reuse, features 
unique to the CDMA system and not in common with either FDMA or 
TDMA systems. In the IS-95 CDMA system, each user is given one out of a 
set of orthogonal codes with which the data is spread, yielding code 
orthogonality. The orthogonality property allows the multiple users to be 
distinguished from one a n ~ t h e r . ~  Although users operate on the same fre- 
quency at the same time, the spreading of the baseband signal spectrum allows 
interference from other users to be suppressed, which increases the capacity of 
the CDMA technique. 

The IS-95 system, conceived and ~romoted by Qualcomm, Inc., is an 
elegant example of a commercial application of a spread-spectrum system, 
which has opened a new era of spread-spectrum wireless communications in 
nonmilitary applications. It seems appropriate to say that, if one ever wanted 
to see a communications system that is designed and built using most of the 
modern communications and information theoretic disciplines, the IS-95 
CDMA system could be a good example of it [4]. 

1.1.2 Spread-Spectrum Techniques 

Spread-spectrum techniques involve the transmission of a signal in a radio 
frequency bandwidth substantially greater than the information bandwidth to 
achieve a particular operational advantage. Once only of interest to the 

2 In a mobile environment, multipath receptions may contribute to the interference 
power for each mobile station. This subject will be dealt with in detail in Chapter 10 
in which CDMA systems engineering issues are discussed. 
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military, spread-spectrum techniques have now been adapted for commercial 
applications, using nearly all the operational advantages that rendered the 
techniques important to the military, as suggested in Table 1.1. 

The manner in which spread-spectrum signals can be processed to yield 
gains for interference rejection can be understood by calculating the jamming 
margin for a spread-spectrum system. Let the following parameters be 
defined: 

S = received power for the desired signal in W. 

J = received power for undesired signals in W (jamming, other 
multiple access users, multipath, etc.). 

R = l /Tb = Data rate (data signal bandwidth in Hz). 

W = spread bandwidth in Hz. 

Eb = received energy per bit for the desired signal in W-sec. 

No = equivalent noise spectral power density in W/Hz. 

Then the ratio of the equivalent "noise" power J to S is 

When the value of Eb/& is set to that required for acceptable performance of 
the communications system, then the ratio J / S  bears the interpretation of a 
jamming margin: 

Table 1.1 Applications of spread spectrum systems 

I Pumoses I Military I Commercial 1 
I Antiiamminz I J I  J  I 

Low detectability 

Identification 
Navigation 
Multipath protection 
Low radiated flux density 

J  
J  

J 

J  
4 

J 
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J 
- = tolerable excess of interference over desired signal power s 

W 
Margin (dB) = - (dB) - 

R 

The quantity W/R is called the spread-spectrum processing gain. Note that, 
for a system that is not spread in bandwidth (i.e., W = R), the value of 
Eb/& is numerically equal to the signal-to-noise power ratio (SNR). 

Example 1.1 Let the information bandwidth be R = 9,60OHz, corre- 
sponding to digital voice, and let the transmission bandwidth be W = 1.2288 
MHz. If the required SNR is 6 dB, what is the antijam margin? 

Solution: Applying (1.2c), we have 

Margin = 10 loglo (l'i:: 2i:6) - 6 = 21.1 - 6 = 15.1 dB (1.2d) 

The implication of this example is that the communicator can achieve its 
objective (by attaining 6dB SNR) even in the face of interference (jamming) 
power in excess of = 32 times (due to jamming margin) the communica- 
tor's SNR requirement, due to the processing gain of W/R = 128. In other 
words, 15.1 dB is a leftover (margin), and the question is how one can use this 
jamming margin. If there is a second communicator in the spread-spectrum 
bandwidth, it can "use up" the entire margin of 15.1 dB if it communicates 
with the base station 15.1 dB closer, relative to the first user. Thus the idea is 
to expend the jamming margin of 15.1 dB by accommodating the maximal 
number of communicators in an MA communications system. In a CDMA 
communications system, the cochannel communicators, occupying the 
frequency-time plane simultaneously, account for the interference (jamming) 
power. This implies that, if every user in the spread-spectrum bandwidth 
supplies the identical amount of signal power to the base station antenna 
through a perfect power control scheme, regardless of location, then 

= 32 other MA users can be accommodated. 
The example considered above explains the essence of a CDMA system 

such as IS-95. The digital voice data at the rate of 9,600 bps is coded for 
channel error protection and then spread-spectrum modulated, resulting in a 
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wideband signal at 1.2288 x 106chips per sec3 and is transmitted to a 
receiving party in the presence of other users. The basic operation that needs 
to be performed to convert the information data signal to a wideband spread- 
spectrum signal and to retrieve it at the receiver is accomplished simply by a 
multiplication process, as indicated in Figure 1.5. We devote all of Chapter 6 
to the theory and practice of the spreading code sequences and explain their 
use in the IS-95 system. 

1.1.3 IS-95 System Capacity Issues 

The capacity of a CDMA system is proportional to the processing gain of the 
system, which is the ratio of the spread bandwidth to the data rate. This fact 

shown as follows: assuming first that the system in question is isolated 
other forms of outside interference (i.e., a single cell), the carrier - S = = REb as in (1.2a). Similarly, analogous to the 

(1.2a), the interference power at the base station receiver 

/J lnterfering signal 
Spread signal (other users) 
bandwidth W 

." Data signal Recovered 
rate R data signal 

Bandwidth = R 

I Identical I 
Spreading signal -Despreading signal 
(code sequence) (code sequence) 

Data signal is spread at transmitter (first multiplication). 

Data signal is recovered at receiver (second multiplication). 

Interfering signal is spread at receiver (one multiplication). 

Figure 1.5 Basic spread-spectrum operations. 

The PN sequence code rate is described as the "chip rate," while the information 
sequence is described as "bits." 
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where W is the transmission bandwidth and No is the interference power 
spectral density. Thus a general expression for the carrier-to-interference 
power ratio for a particular mobile user at the base station is given by 

The quantity Eb/NO is the bit energy to noise power spectral density ratio, 
and W/R is the processing gain of the system. Let M denote the number 
mobile users. If power control is used to ensure that every mobile has the 
same received power at the base station, then (neglecting thermal noise) the 
interference power caused by the M - 1 interferers is 

Substituting for I ,  the carrier-to-interference ratio can now be expressed as 

substituting C/I from equation (1.6) into (1.4), the capacity for a CDMA 
system is found to be 

Thus, the capacity of a CDMA system is proportional to the processing gain. 
The capacity of a CDMA system is limited by the interference caused by 

other users simultaneously occupying the same frequency band; this 
interference is reduced by the processing gain of the system. Because tech- 
niques that decrease the amount of interference received by the base station 
translate into equivalent gains in capacity, the CDMA system is capable of 
increasing capacity by virtue of its ability to reduce interference by the 
amount of the spread-spectrum processing gain. This processing gain is based 
on the fact that in the CDMA receiver the interfering users' signals continue 
to have the bandwidth W, while the selected user's signal is despread by the 
removal of the spreading code. The receiver then can perform filtering at the 
selected user's despread (baseband) bandwidth, which admits only a small 
fraction of the energy received from the interfering user signals. 
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Studies have shown that the average duty cycle of a full-duplex voice 
conversation is approximately 35%. It is therefore possible in a digital system 
to reduce the transmission rate or to use intermittent transmissions during 
these pauses in speech. Because transmission is not eliminated entirely but 
reduced during such pauses, the effective duty cycle of the digital waveform is 
closer to 40% or 50%. If the duty cycle of the speech traffic channels in the 
CDMA system is denoted by the variable a ,  then the capacity equation 
becomes 

The capacity equations shown thus far do not consider the directivity, if 
any, of the base station receiving antennas. If the base station employs 
directional antennas that divide the cell into sectors, each antenna will only 
receive a fraction of the interference from within the cell. In practice, the 
receiving antennas have overlapping coverage areas of approximately 15%. 
Standard implementations divide the cell into three sectors, which provides an 
effective capacity increase of G = 3 - 0.85 = 2.55, and the corresponding 
equation for capacity is 

Up to this point, the capacity equation assumes a single, isolated CDMA 
cell; the number M in (1.9) therefore is comparable with the number of 
frequencies available to users in a sector of a single-cell AMPS deployment. In 
a multicell system, the interference from signals originating in other cells 
must be taken into account when determining the capacity of a particular 
"home" cell; such interference is, of course, diminished by the attenuation 
incurred by the interferers in propagating to the home cell-for all multiple 
access schemes. In conventional cellular systems using FDMA, the base 
station receiver must have a C / I  of at least 18 dB to ensure acceptable analog 
voice quality. Under typical propagation conditions, to achieve this C / I ,  
adjacent cells cannot use the same frequency, and the same frequency can be 
used in only one out of seven cells. Thus, the capacity is of an FDMA 
multicell system is reduced by a factor of seven from that of a single-cell 
FDMA system. 

In a CDMA multicell system, the majority of interference emanates 
from mobiles within the same cell (while for FDMA there is no interference 
from mobiles in the same cell). Therefore, the total amount of interference 
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for a multicell CDMA system is not much greater than for a single-cell 
CDMA system. Simulations performed by Qualcomm have shown that 
interference from other cells accounts for only 35% of that received at the 
base station [5]. Based on this information, the equation for CDMA capacity 
may be modified to include a reuse efficiency4 for other-cell interference, F,: 

An example using realistic parameters for the IS-95 system is included below: 

These parameters yield the following value of capacity: 

The current AMPS can accommodate six users per cell in the same band- 
width5 (1.25 MHz), yielding a capacity gain of over 14 for the CDMA system 
in this example. (1.10) normalized by the number of AMPS users per sector is 
plotted as a function of a and of F,, respectively, in Figures 1.6 and 1.7, with 
Eb/NO as a parameter. 

The capacity (1.10) as plotted in Figures 1.6 and 1.7 is a theoretical limit 
that suggests realizability for assumed conditions. A real-world capacity 
estimate must be made, however, under realistic assumptions. We deal with 
this capacity issue in detail in Chapter 10 in terms of the "Erlang capacity" of 
a CDMA cellular system. We find there that a real-world CDMA system 
with the IS-95 design does deliver the capacities expected under near-optimal 
design parameter choices. 

A detailed discussion of reuse efficiency is included in Chapter 10. 
AMPS has 30-kHz FDMA channels and a frequency reuse factor of seven. Thus, 

1.25 MHz can accommodate 1.25/7/.03 = 6 users per cell. 
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Voice activity factor, a 

Figure 1.6 CDMA capacity improvement over FDMA versus voice duty factor a, with F, = 0.65 
and G = 2.55. PG = 85.3 corresponds to a data rate of 14.4 kbps. 

1.1.4 Categories of Spread-Spectrum Systems 

There are two major techniques for obtaining a spread-spectrum signal: 
frequency hopping (FH) and direct sequence (DS) pseudorandom noise (PN) 
spreading. Both types of spread-spectrum signal are employed in current 
wireless systems, including cellular systems. The second-generation U.S. 
CDMA cellular system uses DS spread-spectrum techniques. 

A typical FH waveform pattern is depicted in Figure 1.8 in terms of 
bandwidth occupancy as a function of time. Within each hop period Th, 
there can be more than one modulation symbol, with period Ts. If Th is a 
multiple of T,, with multiple symbols per hop, as is typical for systems 
employing continuous phase modulation, the system is said to be "slow 
hopping." If Th is a submultiple of T,, with multiple hops per symbol, as is 
typical for systems employing noncoherent frequency-shift keying, the 
system is said to be "fast hopping" [6-121. 
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Reuse efficiency, F, 

Figure 1.7 CDMA capacity improvement over FDMA versus reuse efficiency F,, with a = 0.5 
and G = 2.55. PG = 85.3 corresponds to a data rate of 14.4 kbps. 

t Frequency 

Figure 1.8 Typical frequency-hopping waveform pattern. 
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To implement an FH system, a baseband or IF (intermediate frequency) 
communications waveform is shifted pseudorandomly in frequency on each 
hop using a digitally programmable frequency synthesizer, and it is necessary 
to have an identical, synchronized pseudorandom code generator6 and synthe- 
sizer in the intended receiver. When frequency hopping is used as a CDMA 
technique, users broadcast FH signals simultaneously and care is taken to 
avoid or minimize collisions of hops from different users. 

In DS spread-spectrum systems [ 6 ,  13, 141, typically the symbol rate 
(l/Ts) of a f binary baseband data waveform is increased by multiplying it 
with a pseudorandom f binary waveform whose "chip" rate (l/T,) is much 
faster than the symbol rate (Ts = NT,). As illustrated conceptually in Figure 
1.9, the effect of this operation is to spread the instantaneous bandwidth of 
the waveform by the factor N, which for the same signal power causes the 
spectral density of the waveform to be quite low and "noise-like." In the 
figure, which shows a single-sided RF spectrum7, the signal power is indicated 
to be Ps = AIW = AoB, implying that the spectral density of the spread 
signal is reduced by the factor A1/Ao = W / B  = 1/N from its level without 
spreading. 

At the receiver, "despreading" (multiplication by the same f binary 
spreading waveform as at the transmitter) and removal of the carrier 
modulation restores the original baseband data waveform, allowing the 
receiver to filter out a large pan of the wideband interference. Assuming, as 
in Figure 1.9, that the receiver front end filter admits the W Hz-wide desired 
signal, the receiver also admits interference or jamming with this bandwidth. 
In the figure, it is suggested that the level of this interference, No, can be 
considerably larger than the received signal level (taken to be A1 for 
simplicity-propagation loss is ignored), implying an RF SNR of (SNR)RF = 
A1/No < 1. But after despreading, the bandwidth of the desired signal is 
reduced to its original value, B, while the bandwidth of the interference 
remains W. Thus filtering to the signal bandwidth can be used to eliminate 
interference power, resulting in the baseband data SNR 

A processing gain of N = W / B  has been realized against the wideband inter- 
ference using the multiplication and filtering (correlation) process. If a 

A thorough treatment of pseudorandom code generators is given in Chapter 6.  ' The basics of spectra and waveform analysis are summarized later in this chapter. 
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Figure 1.9 DS spread-spectrum system. 
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delayed replica of the desired signal is received (i.e., a multipath component), 
multiplication by the spreading waveform at the receiver does not reduce its 
bandwidth if the correlation function of the spreading waveform has certain 
desirable properties that are fulfilled by PN sequences. Thus a DS spread- 
spectrum system realizes a processing gain against multipath interference from 
the desired signal as well as against jamming or other-user interference. This 
ability of a DS spread spectrum system to extract the desired signal and to 
suppress multipaths has been exploited by a "rake" technique [15,16] of 
"collecting" the multipaths using PN sequence generators at different delays, 
realigning them in time, and then combining them to realize a diversity gain.* 

1.1.5 So, What Is CDMA? 

On the basis of what has been said of the DS spread-spectrum system that is 
the core of the CDMA system, we can state that CDMA is an MA technique 
that uses spread-spectrum modulation by each accessing party with its own 
unique spreading code, with all accessing parties sharing the same spectrum. 
It is also clear now that spread-spectrum modulation is accomplished by 
means of PN codes. The narrowband information signal or information 
sequence is modulated (multiplied) by the wideband spreading signal (se- 
quence), thereby spreading the information signal spectrum to a substantially 
greater bandwidth prior to transmission. It is important to recognize that 
CDMA can only be accomplished by spread-spectrum modulation, while 
spread-spectrum modulation does not mean CDMA. 

The generation of PN sequences is accomplished using a linear feedback 
shift register (LFSR), in either the "simple" or "Fibonacci" configuration as in 
Figure 1.10 or the "modular" or "Galois" configuration as in Figure 1.11. In 
either case, the shift register generator is a finite-state machine mechanized by 
a polynomial given in the form of 

f (x) = xn + cn- l~n- l  + - + c2x2 + C ~ X  + 1 (1.13) 

The polynomial (1.13) is a special type of polynomial, well tabulated in the 
literature, called an irreducible primitive polynomial, which specifies a set of 
nonzero coefficients {ci), where ci = 1 denotes a connection and = 0 
denotes the lack of a connection in the mechanization of the LFSR 

* Rake and other diversity techniques are discussed in Chapter 9.  
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clock 1 1 1 1 - I 

Figure 1.10 Fibonacci or simple shift register generator (SSRG) configuration of 
f ( x )  = 1 + c l X + c 2 x 2  + ... + c i x i  + ... + C , - ~ X ~ - ~  + x n .  

Figure 1.1 1 Galois or modular shift register generator (MSRG) configuration of 
f ( x )  = 1 + C l X  + c2x2  + . . . + cixi  + . . . + cn-1xn-l + xn. 

configuration. As is thoroughly discussed in Chapter 6, the sequences 
generated by such an LFSR with an initial loading of nonzero n-tuples in the 
n stages, are periodic sequences with length P = 2" - 1, and there are P 
different sequences of length P that are shifted versions of the given initial 
sequence of length P. The sequences generated in this way are the ones used. 
What is so special about these sequences that makes it possible to realize such 
CDMA systems as IS-95? There are three most important properties 
associated with a PN sequence, aside from the basic property that it has the 
maximal length of 2" - 1, where n is the number of stages of the LFSR. Two 
of the three remaining properties have to do with the randomness of the 
sequence, which we have the occasion to observe in a later chapter, but the 
one we wish to mention here is the correlation property. What it means is 
that if a complete sequence of length 2" - 1 is compared, bit by bit, with any 
shift of itself (one of 2" - 2 remaining sequences), the number of agreements 
differs from the number of disagreements by at most 1. This means that 
when two identical sequences are compared, bit by bit, the number of 
agreements minus the number of disagreements is equal to the number of 
agreements, which is 2" - 1. 
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The property just described, namely the correlation property, is the 
reason behind the possibility of accomplishing the extraction of the 
information signal from the "MA noise" or "MA interference" environment. 
Further, it is the reason behind the possibility of the Rake cGversity scheme, 
which is such an important part of the IS-95 system. Moreover, it is the 
reason behind the possibility of rejecting other users from coming into the 
particular user's baseband channel. This is the mechanism responsible for the 
processing gain we spoke of earlier. This is the mechanism responsible for 
multipath rejection when the multipath is not of use for signal processing 
purposes. Consider Figure 1.12. A signal received by way of a reflected path 
can cause destructive interference with the signal received by way of the 
direct path. In a conventional system, this multipath signal can degrade 
performance. In a spread-spectrum system, however, the multipath can be 
rejected if not useful, to the extent the processing gain can provide (i.e., the 
multipath signal strength can be suppressed by the factor of the processing 
gain). There is a condition for this fortune, however: the multipath must be 
separated in time compared with the arrival time of the direct path9 by at least 
one PN sequence chip duration. Such a multipath is called a resolvable 
multipath. In the mobile communications environment, there are many 
multipaths, and the receiver must select a few good resolvable multipaths that 
are strong enough to collect and process. This is the principle of Rake 
diversity reception, which we discuss in Chapter 9. The delay of the reflected 
signal (multipath), relative to the signal received over the direct path, is 

Figure 1.12 Two-ray multipath model. 

The "direct pathn itself could be a reflected path signal. It is a matter of an arrival- 
time difference between the two paths. 
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where c is the speed of light. If A T  > Tc, where T, is the PN code chip 
duration or Tc = l/Rcode where Rcode is the PN code sequence rate, then the 
reflected signal is decorrelated (rejected) with the direct path signal, and this is 
the mechanism of multipath suppression by processing gain. Therefore, for 
sufficiently high PN code rates, the multipath signal can be effectively sup- 
pressed and only the good resolvable multipaths are processed in the IS-95 
system. The base station uses a maximum of four multipaths (four "fingers"), 
whereas the mobile station processes a maximum of three fingers in the Rake 
receiver. 

1 . I  .6 Battle of Jamming Power Versus Processing Gain 

Spread-spectrum modulations have long been used by the military to combat 
intentional jamming by a hostile transmitter. As indicated in Table 1.1, 
spread-spectrum radio provides antijam (AJ) capabilities through a processing 
gain (PG) that results from using a wideband (large bandwidth) signal. As for 
commercial applications of spread-spectrum systems, the seemingly inefficient 
use of the radio spectrum was thought to be impractical in the past [17]. In 
commercial spread-spectrum systems, however, interference (jamming) comes 
from other similar users in the band, and these interferences, unlike hostile 
jammers, can be controlled, coordinated, and managed for the overall users' 
benefit in a CDMA digital cellular system. Though each commercial user has 
the same PN code, the coordination permits users to be distinguished by code 
phase in the application of the autocorrelation property of PN sequences that 
was described earlier. Not having the luxury of such coordination, each user 
in a military CDMA system generally has a distinct PN code generator to 
ensure a strong correlation with only one signal. Therefore, in addition to 
jamming, a military user is subject to MA inteference that is due to "cross- 
correlation" with different sequences, which is considerably larger than that 
of a single-PN-generator based commercial system. 

The miltary advantage that the spread-spectrum system offers can also 
be illustrated in terms of a communication range extension capability over a 
conventional non-spread-spectrum communication system. Consider a situa- 
tion where a communicator, who requires a 10-dB SNR, employs a spread- 
spectrum modulation that provides a PG of 30 dB. Also assume that a hostile 
jammer at a 200-unit distance away uses jamming power equal to the 
communicator's transmitter power. Our assumptions are as follows: 
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The communications transmitter with power Pt is located 
at position (0,O). 

The jammer with power Pt is located at position (200, 0). 

Assume that a communications receiver is located at posi- 
tion (x, y). 

Let J be the jamming power received by the communica- 
tions receiver at position (x, y). 

Let S be the signal power received by the communications 
receiver at position (x, y). 

The received signal-to-jammer power ratio, S/  J, is then given by 

where k denotes the kth power propagation law and 

RTR = range from transmitter at (0, 0) to receiver at (x, y) 

RJR = range from jammer at (200, 0) to receiver at (x, y) 

For the special case of free-space propagation, the power law is k = 2; in this 
case we have 

Manipulation of the equation for S/  J yields 

which results in 

which is the equation for a circle with 
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Center position = (- 1, 0) 

and 

For example, for (S/  J),,, = 0.1 = - 10 dB, the center and radius of the circle 

of positions are (200/0.9, 0) = (222, 0) and 2 0 0 a / 0 . 9  = 70.3, respec- 
tively. For (S/ J),, = 2 = 3 dB, the center and radius of the circle of 

positions are (-200,O) and 200&?/1  = 283, respectively. These example 
cases of (1.15~) are shown in Figure 1.13, among other cases. 

The implications of Figure 1.13 are very interesting in that the com- 
munication can be "heard" at a 182-unit distance away if it uses a spread- 
spectrum modulation that provides PG of 30 dB in the presence of an equal- 
power jammer. Without the spread-spectrum modulation, he could only be 
heard at a 48-unit distance away on the x-axis. This example is a good illustra- 
tion of the range extension capability of the digital spread-spectrum cordless 
telephones now available in the commercial market. 

Assumptions: 
Communications (1) Equal power 
transmitter (2) 1 0 - d ~  SNR needed 

\ (3) Free-space 

conventional 
communication = 

Figure 1.13 Illustration of jamming power versus processing gain "battle" 1181, assuming a 
spread-spectrum system with 30-dB processing gain. 
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1.2 Review of Linear Systems Analysis Fundamentals 

As mentioned in the introduction, it is our intention that this book provide 
the reader with the background needed to understand CDMA cellular 
systems. In fulfilling that intention, beginning with this section we include a 
carefully selected collection of systems analysis topics, each of which is essen- 
tial for analyzing CDMA cellular systems and is put to use later in the book. 

1.2.1 Linear Systems 

Consider a time-invariant system G shown in Figure 1.14, where the input is 
denoted by x(t) and the output, by y(t). Let h(t) be the response of the 
system G when the impulse 6(t) is applied at the input. That is, 

= Response of G at time t to a unit impulse 
applied at time t = O 

4 Impulse response of the filter G 

The response of the filter (system) G at time t due to unit impulse applied at 
time t = T is then denoted 

= Response of G at time t to a unit impulse 
applied at time t = T 

For a time-invariant system, we have 

and for a causal system 

Figure 1.14 Linear time-invariant system G. 
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h(t, r) = 0 for t < 7 (1.16d) 

By definition, a causal system can have no response (output) before the input 
is applied to the system. 

Now if we assume that the input waveform x(t) and the impulse re- 
sponse h(t) are resolved into unit impulses, we write 

x(A) S(t - A) dA 

and 

h(A) S(t - A) dA 

The response y(t) of the system G is then given by 

The integral shown in (1.17c), 

is known as the superposition integral and is a definition of a linear system 
(i.e., if a system is linear, then the superposition integral holds). If the system 
is time-invariant, h(t, 7) = h(t - 7) and (1.17~) becomes 

The integral (1.17d) is known as the convolution integral and is the most 
fundamental integral in linear system analysis. In a way, it is a prediction 
integral in that if one knows the impulse response of the linear, time-invariant 
filter (system), one can predict or calculate the response of the filter due to the 
input x(t). The integral is often denoted by an asterisk (*) and written as 
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Note the symmetry property of 

For a linear, causal, and time-invariant system, the convolution integral be- 
comes 

y(t) = x(t) * h(t) = + linear 

t 

= x(X)h(t - X)dX + time-invariant 

t 

= l "(A) h(t - A )  dX t no input for t < 0 

t 
= x(t - A) h(X) dX +- symmetry 

It is obvious that for t = T (the observation time T), we have 

If the input waveform x(t) is to be viewed in the frequency domain, we 
need to obtain the Fourier transform of x(t), denoted F{x(t)), and given by 

with the inverse Fourier transform, denoted 3 - I  {X( f )}, being given by 
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The integrals (1.18a) and (1.18b) form a Fourier transform pair, denoted by 

If we choose the angular frequency notation w = 27r f ,  we have the alternative 
Fourier transform pair expressions 

and 

The Fourier transform of the impulse response of a linear filter is the 
filter transfer function or amplitude frequency characteristic of the filter. That 

1.9, 
h(t)  * H ( f )  

where 

The filter characteristic H(f)  of a linear filter characterized by an impulse 
response h(t) shows a particular frequency response characteristic in ampli- 
tude as well as phase for the impulse response waveform. We can now redraw 
the linear filter shown in Figure 1.14 as shown in Figure 1.15. 

Example 1.2 Fourier transform pairs. Fourier transform pairs for the Dirac 
delta function and the sinusoidal waveforms are shown in Table 1.2 below. 

Example 1.3 Let the time functions u(t) and v(t) be given over the time 
interval (-m, m) .  If ~ ( t )  * U( f )  and v(t) * V( f ), then 
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Linear filter 

G Output 

Figure 1.15 Characterization of a linear filter G in both time and frequency domains. 

Table 1.2 Selected Fourier transform pairs 

6 ( t  - to) 
6 ( t  + t o )  

1 
, j2~ f0 t  = e j w ~ t  

,-j2nfot = e-jwot 

cos 2n fo t  = cos wot 

where the asterisk as a superscript (*)denotes complex conjugate. This 
relationship is known as Parseval's theorem, and its use is diverse in linear 
system theory. Note that if u(t) = v(t), then we have 

(1.18h) implies that the total energy in the time domain delivered by the 
"voltage" u(t) is also found (accounted for) in the frequency domain, where 
I U (  f ) 1 2  is the energy spectral density. The proof of (1.18g) starts from the 
observations that 
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F{u* (t)) = U* (- f )  (1.18j) 

The convolution theorems. The calculation of the Fourier transform or inverse 
Fourier transform of a function (waveform) that is given as a product of two 
functions (waveforms) is facilitated by using the so-called convolution 
theorems. There are two convolution theorems, for the time domain and for 
the frequency domain. 

(I) Time domain convolution theorem. Let v(t) = x(t) * y(t), with 
x(t) tt X( f )  and y(t) tt Y( f ). Then 

(2) Frequency domain convolution theorem. Let z(t) = x(t) x y(t), 
withx(t) t, X(f)  andy(t) ++ Y(f).  Then 

The proofs of the results shown in (1.19a) and (1.19b) are very easily 
obtained through a straightforward application of the integrals defining the 
Fourier transforms and the convolutions. 

Example 1.4 The Fourier transforms of rectangular waveforms are very im- 
portant in the analysis of linear systems. To facilitate the analysis in a succint 
and simple manner, we use some simplifying notations introduced by 
Woodward [19]. Let the rectangular pulse function be defined as 

The Fourier transform of the Rect function is the sinc function: 

The derivation of this transform relationship is easily shown: 
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Graphs of this Fourier transform pair are shown in Figure 1.16. It is readily 
seen that J-:sincx dx = 1 because, from the Fourier transform pair, we have 

By a straightforward extension of the definition for the rectangular function, 
we find the following Fourier transform pair for a unit-amplitude rectangular 
pulse with a Tc-second "chip" width, as illustrated in Figure 1.17: 

Example 1.5 Let us assume that a linear filter, designated "ideal filter #I," has 
a rectangular amplitude frequency characteristic given by H( f )  = 
Rect(f /Rc), where Rc is the cutoff frequency. The impulse response of this 
filter is obtained by talung the inverse Fourier transform of H (  f ): 

Figure 1.16 Fourier transform pair Rect(t) t, sinc( f ). 

Figure 1.17 Fourier transform pair Rect(t/Tc) - Tcsinc(Tc f ). 
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sin rR,t 
= R, = R, sinc(R,t) (1.2Od) 

~ R c t  

This transform pair is illustrated in Figure 1.18. Note that ideal filter #1 is has 
an impulse response that is neither finite (in time extent) nor causal. 

Example 1.6 We will show that shifted sinc functions are mutually onhog- 
onal, namely that 

where m and n are integers. This is most easily verified by applying Parse- 
val's theorem that was discussed in an example above. Because 

F{sinc(t - m)) = Rect( f) e-j2"fm 

and F{sinc(t - n)) = Rect( f) e-j2"fn 

from Parseval's theorem, U( f) V(- f) d f, we have 

Figure 1.18 Fourier transform pair for ideal filter #l. 
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112 112 

= LlI2 
e-j2nf (m-n)d  f = 1 cos['2rr f (m - n)] d f 

-112 

where Smn is the Kronecker delta. 

Example 1.7 Let us consider another linear filter, designated "ideal filter #2," 
whose frequency characteristic is shown in Figure 1.19 and is given by 

I f l  < f l  

&dil f l < l f l f : f 2  W f )  = f2-f1 ' i :: (1.200 

I f l  > f 2  

The impulse response for this filter is given by 

The derivation of (1.20g) is included in Appendix 1A. 
In a later section of this chapter, we make an important application of 

(1.20g) in the discussion of the waveshaping filters that are used in the IS-95 
system. 

Figure 1.19 Amplitude characteristic of ideal filter #2. 
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1.2.2 Finite Impulse Response Filter 

The filter impulse response examples given above all have infinitely persisting 
time functions, and also are not causal. If the impulse response were finite in 
duration, even if noncausal, in principle the filter could be synthesized if one 
is willing to accept a finite delay, as suggested in Figure 1.20 and as will be 
shown to be the case for the IS-95 baseband filters. 

To obtain a finite impulse response (FIR), the frequency transfer 
characteristic cannot be "ideal" in the sense of having a zero value in the 
region outside of the cutoff frequencies, known as the "stop band." An FIR 
can be thought of as the result of "windowing" an infinite impulse response 
function. For example, consider the following windowing operation depicted 
in Figure 1.2 1. 

Rectangular window 
Infinite response It[ 5 NTc/2 

n .% h 

hl (t) = finite impulse response = r ( l / ~ c ) ~ i n ~ ( t / ~ c f  . k e c t ( t / ~ ~ ~  j 

Figure 1.20 Noncausal and causal filter impulse responses. 

Figure 1.21 Synthesis of FIR waveform. 



34 COMA Systems Engineering Handbook 

To obtain the amplitude frequency response characteristic (filter response 
characteristic), we need to calculate the inverse Fourier transform of hl(t), 
which is the product of two separate functions. Thus the resulting frequency 
transfer characteristic is the convolution of the ideal rectangular (frequency) 
characteristic H( f )  = F(h( t ) )  and the Fourier transform of the window . . .  

function. That is,  by invoking the frequency domain convolution theorem, 
we have 

Hl  ( f )  = 3{hl ( t ) )  = F { -smc (k) X R ~ C ~ ( & ) )  

* NT, sinc(NT, f )  
+ 

Ideal H( f )  Transform of window 

The windowing has the effect of adding "ripples" to the frequency character- 
istic, as depicted in Figure 1.22. When the convolution indicated in (1.21b) is 
carried out, the result in given by 

where Si( . ) is the sine integral, which is plotted in Figure 1.23 and defined by 
[20]: 

Figure 1.22 Ripple effects from windowing. 
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Figure 1.23 The sine integral. 

IT 
Si(z) 4 iz* ds, with Si(0) = 0, Si(m) = -, Si(-z) = -Si(z) 

x 2 

The square of the magnitude of the transform, IHl(f )I2, which is the energy 
spectrum, is shown plotted in Figure 1.24 in dB units relative to the value at 
the center of the band, for the case of N = 12. The oscillations or ripples are 
clearly seen as deep nulls in the sidelobes of this spectrum. Note that the 

0 - 
sinc(t/T,) truncated to + 6Tc 

Figure 1.24 Energy spectrum for finite sinc function response. 
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spectrum is fairly flat out to one-half the chip rate, R, = l/Tc, and then the 
upper envelope of the sidelobe decreases gradually. Later we show that the 
particular FIR filters used in IS-95 were chosen to achieve a specific sidelobe 
behavior. 

The sidelobe behavior seen in Figure 1.24 contrasts with the "infinite 
slope" of the spectrum of the ideal filter characteristic, which is the transform 
of a sinc function, as it falls to a zero value in the stop band. Note that an 
infinite delay would be necessary to implement the sinc function, because it is 
noncausal. What we see in the example above is a case where one can obtain 
a nonideal filter spectral characteristic by allowing some reasonable delay. 
The filter response characteristic shown in Figure 1.24 is far from the ideal 
rectangular shape. Most of the signal energy, however, is confined to the 
band I f  T,I < 0.6, with a small ripple effect. We shall see that this example is 
very close to the practical filter design that is implemented in the IS-95 
system. We need to review a few more fundamentals before we take up the 
subject of the IS-95 FIR filter, however. 

1.2.3 Fourier Series 

1.2.3.1 Trigonometric and Exponential Fourier Series 

Trigonometric Fourier series. A function f(t) can be represented in terms of 
cosnwot and sinnwot over any interval, say, (to, to + T): 

00 

f(t)  = Ao + ~ ( ~ . c o s n w O t  + B.sinnwot), to < t < to  + T (1.223 
n=l 

where 
wo = 27r fo = 2r/T 

and 
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Exponential (complex) Fourier series. The function f(t) can also be represented 
over the interval (to, to + T) as follows: 

where 

1.2.3.2 Fourier Transform of a Periodic Function 

Let u(t) be a periodic function (waveform) of ~ e r i o d  T as shown in Figure 
1.25. Let us now define y(t) as the aperiodic function, illustrated in Figure 
1.26, that is nonzero over the interval (-T/2, T/2). That is, y(t) is one 
period of u(t): 

It1 I TI2 
elsewhere 

Figure 1.25 A periodic function (waveform). 



38 COMA Systems Engineering Handbook 

Figure 1.26 An aperiodic function. 

We can then represent the periodic function u(t) in terms of the aperiodic 
y(t) as follows: 

~ ( t )  = + y(t + 2T) + y(t + T)  + y(t) + y(t - T)  + y(t - 2T) + - 
00 

= y(t - nT) = y(t) repeated in every T-second interval. 
n=-w 

Woodward [19] introduced another notation for a periodic (repeated) 
function and called it the "repetition function," denoted RepT( . ) and defined 
as 

Note that the summation in (1.23a) is an orthodox notation that we all are 
familiar with, whereas u(t) = RepT{y(t)) is a Woodward notation. As we 
see in what follows, the Woodward notation is more than a notation in that 
its Fourier transform pair is most conveniently represented in yet another 
notation in such a way as to provide an intuitive picture of the physical 
processes involved. 

We proceed now to find the Fourier transform of the RepT(. ) 
function, which in effect is to find the Fourier transform of a periodic 
function. Given the Fourier transform pair y(t) * Y (f ), then by definition 

From the Fourier series for u(t) [see (1.22b)I: 
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where, using (1.23b): 

Now, the Fourier transformlo of u(t) can be developed as follows: 

Substituting the Fourier coefficients {c,} given in (1.23c), we have 

Woodward defined a function called the "comb function" as follows: 

Using this notation, we can express the Fourier transform of u(t)  as 

Therefore, we have the Fourier transform pair: 

The C ~ r n b ~ / ~ {  . ) function is illustrated in Figure 1.27, where we see that the 
Fourier transform of the periodic function is a line spectrum with lines at 
intervals of 1/T and the envelope Y(f), the Fourier transform of one period 
of the periodic function. 

lo Strictly speaking, one cannot take the Fourier transform of a periodic signal 
because periodic signals have infinite energy. 
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The Fourier transform pair in (1.23h) has validity if time and frequency 
are exchanged. This is shown by finding the transform of the Comb 
function. Let u(t) be the sampled version of the waveform y(t): 

Then the Fourier transform of the Comb function is 

by the frequency domain convolution theorem. Continuing, we find that 

Therefore, we have the transform pair 

Figure 1.27 The function CornbllT{Y(f )), the SPeCtrUm of R ~ P T ( Y ( ~ )  ). 
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1.3 Sampling Theorems 

1.3.1 Sampling Theorem in the Frequency Domain 

Consider a time-limited (finite energy) signal u(t) in the interval It1 5 T/2  
that is not necessarily even about t = 0, as illustrated in Figure 1.28. Now, let 
us construct a periodic signal v(t) as the repetition of u(t). That is, let v(t) be 
~ ( t )  = RepT{u(t)), as shown in Figure 1.29. Then, in terms of v(t) we may 
write 

and 

Figure 1.28 Finite energy signal. 

Figure 1.29 A periodic waveform constructed from an aperiodic waveform. 
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= 9 u (G) sinc [T (f - ) ] 
n=-00 

Thus, the frequency-domain sampling theorem states that, for any real time 
waveform that is zero outside the interval ( -T/2 ,  T/2) ,  the spectrum is 
completely determined by its values at the frequencies nfo , where n is an 

n integer and fo = 1/T. The value of the spectrum between the sample values 
is found by interpolation; in (1.24) the interpolation is performed perfectly by 
the sinc function, as illustrated conceptually in Figure 1.30. 

Note that the sampling theorem can be written in terms of convolution: 
00 

U( f) = u (G) sinc [T (f - G)] = CornbliT{U( f )} * sinc(T f) 
n=-00 

Therefore, the spectrum can be viewed as the result of passing the spectrum 
samples through an interpolation filter, as suggested by Figure 1.3 1. 

I I I I 

Resultant spectrum 

-5 -4 -3 -2 -1 0 1 2 3 4 5 

Frequencylf, 

Figure 1.30 Interpolation of frequency-domain samples. 
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Sampled spectrum Interpolation filter Continuous spectrum 

Figure 1.31 Interpolation filter concept for frequency-domain sampling theorem. 

1.3.2 Sampling Theorem in the Time Domain 

Similarly, if u(t) is a bandlimited signal confined to the band (-W, W), the 
signal spectrum can be viewed as the product of its periodic extension 
(repetition) Repaw{U( f )) and the rectangular window Rect( f /2W): 

Taking the inverse Fourier transform of both sides results in 

co 

= u (&) 6 (t  - &) * sinc(2 Wt)  
n=-co 

Thus, the time-domain sampling theorem states that if u(t) is low-pass limited 
to the band (-W, W), the waveform is completely determined by its values 
taken at the interval 1/2W. This interval is called the "Nyquist interval" and 
the sampling rate, 2W samples per second, is called the "Nyquist rate" [21]. 

The continuous function u(t), according to (1.21), can be reconstructed 
from samples by using a sinc interpolating function, as illustrated in Figure 
1.32. Note that this process can be written in terms of a convolution: 
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I 1 I I 

Resultant waveform 

-5 -4 -3 -2 -1 0 1 2 3 4 5 

Time x 2 W 

Figure 1.32 Interpolation of time-domain samples. 

This convolution relationship implies that the interpolation can be performed 
using a linear filter with the impulse response, h(t) = sinc(2Wt), which is the 
ideal rectangular lowpass filter. This concept is illustrated in Figure 1.33. 

Example 1.8 Representation of continuous waveforms. Let x(t) and y(t) be 
waveforms, both limited to the band (W, - W). Then, from the lowpass 
waveform sampling theorem, we have 

Sampling Interpolation 
00 

x(t) = p~ombll;w{x(t)j* ;inc(;wtj = x(-Il-) s i n c ( 2 ~ t  - n)  
n=-cm 2W 

and 

Sampled signal Interpolation filter Continuous signal 

Figure 1.33 lnterpolation filter concept for time-domain sampling theorem. 



Introduction and Review of Systems Analysis Basics 45 

When two functions are multiplied and the product is integrated, the process 
is a measure of the "correlation" between the two functions. Using the 
sampled expressions for x(t) and y(t), their correlation can be written 

so that 

A special case of (1.26a) for y(t) = x(t) is 

Because the samples {x(n/2W), n = . . . , -1, 0 ,  1,  . . . } taken at intervals of 
1 / 2 W  constitute a vector, the meaning of (1.26b) is that the square of the 
length of the vector from the origin to the signal point in the signal space is 
proportional to the total energy of the waveform. That is, let 

Then 

so that 

PCO 

x2(t) dt = (x, x) = (x12 = x x; 
n 
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The geometric interpretation of (1.26b), and hence (1.26c), was employed by 
Shannon in 1949 in his famous seminal paper, "Communications in the Pres- 
ence of Noise" [22]. 

If the waveforms x(t) and y(t) are assumed to be time-limited to (0, T) 
while still (approximately) bandlimited to (- W, W) l1, and samples are taken 
at the Nyquist interval 1/2W, one obtains a total of 2WT samples in the 
time T seconds. Then, from (1.25), the sampling theorem, we have 

and 

since the integral of the sinc function is approximately equal to 1/2W, as 
shown in Appendix 1B. 

The correlation between x(t) and y(t) is now given by 

so that, for x(t) = y(t): 

11 It is, of course, impossible for a waveform or signal to be both time-limited and 
bandlimited. Hence, such an assumption can only be made in an approximate sense. 
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The implication of (1.27e) is that one can obtain the signal energy by means 
of sampling the waveform at a rate greater than or equal to the Nyquist rate, 
as suggested by the scheme diagrammed in Figure 1.34. 

1.3.3 Sampling Theorem for Bandpass Waveforms 

Consider a bandpass waveform x ( t )  whose spectrum is confined to the bands 

where fo is the carrier or center frequency and W is the bandwidth over 
which the signal energy is confined, as depicted in Figure 1.35. In view of the 
time-domain sampling theorem developed in Section 1.3.2 for a lowpass 
waveform, we might be tempted to apply the formula given by (1.25) by 
taking fo + W/2  as the highest frequency in place of W in (1.25). But this is 
not possible because, in the first place, the bandpass signal contains no 
frequency components from 0 to f (fo - W/2) Hz, while the representation 
of the signal by (1.25) contains frequency components in this interval. 

If we consider the spectrum on the positive frequency axis only, then 
the resultant time-domain expression, being complex, will consist of a "real 
part" and an "imaginary part," and we can extract the signal as the real part. 
This is the basis of the development for the sampling theorem for high- 
frequency waveforms. Consider the upper single sideband of the spectrum 
X( f ), as illustrated in Figure 1.36, and call it Z( f ). Then we have 

Continuous 
waveform 

Squarer -+ Energy 
filter 2W of x(t ) 

- ;  
x(t Sample at t = n/2W, 

Figure 1.34 Use of samples to measure the energy of a waveform. 

Figure 1.35 Spectrum of a bandpass waveform. 
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Figure 1.36 The one-sided spectrum of the complex signal z( t ) .  

We know that only a complex waveforml2 ~ ( t )  will give a spectrum that 
appears only on the positive frequency axis, and thus our objective is to 
obtain the real part of the inverse Fourier transform of (1.28a), which will 
give the required sampling theorem. 

Now, by applying the convolution theorem to (1.28a), we get 

1 
.T1 {z( f)}  z(t) = [@ ~ o m b ~ ~ w { r ( t ) } ]  * [ ( ~ s i n c ~ t )  ej2Tf~t] 

Thus the sampling theorem for high-frequency waveforms states that the 
waveform is uniquely determined by its complex sample values taken at 
intervals of 1 / W. 

Now, if we apply this general result (1.28b) to a purely real-time 
waveform, we have only to extract the real part of (1.28b). Let 

where 

l2 The Fourier transform of a real-time signal always produces a spectrum that is 
symmetric with respect to the f = O axis, whereas that of the complex representation 
of the signal always produces a spectrum which appears only on the positive 
frequency axis. 
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A straightforward expansion of (1.28b) results in the real-pan expression 
given by 

x(t) = Re{ (combllw {z(t) )) * ( s i n c ~ t  e ~ ~ ~ f ~ ~ )  ) 

where 
n ~ ( t )  6 Jm and +(t) = tan- 

L ( t )  I 
An interpretation of this result is that an amplitude R(n/W) and an instan- 
taneous carrier phase angle +(n/W) need to be specified at each sampling 
instant taken at intervals of 1/W. This scheme is depicted in Figure 1.37. 

1.3.4 Discrete Time Filtering 

In the analysis of discrete time systems, the unit impulse function (also 
known as the Kronecker delta function) plays an important role; it is defined 
bv 

Bandpass 

Bandpass 
waveform 

0 W I 

sin2xfot Sample at t = nlW, YWW) , ,$(,,/W) tan-' - 
n = 0, 1,2, ... --+ W W )  - 

Figure 1.37 Samples needed to reconstruct a bandpass waveform. 
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and it is illustrated in Figure 1.38. The resolution of an arbitrary discrete-time 
function x(n) into unit impulse functions, as a counterpart of (1.17a) for the 
case of a continuous waveform, is 

As we have done for the case of a continuous-time system, if G is assumed to 
be a discrete-time system as depicted in Figure 1.39, we obtain the output 
response y(n) as 

= x(k) G{6(n - k)} 

Figure 1.38 Unit impulse (delta) function. 

Figure 1.39 Discrete-time system. 
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This result is the discrete-time system counterpart of the superposition integral 

I defined in (1.17~) and is called a superposition summation. We can state the 
analogies with the continuous-time system as follows: 

- linear 

- causal 

= x(k) h(n - k) - time-invariant 
k=-03 
n 

= x x(k) h(n - k) - no input for n < 0 

= x x(n - k) h(k) - symmetry 
k=O 

These summations are called convolution summations and can be denoted as 

Example 1.9 Suppose that the response of a discrete-time system to a unit 
impulse function is as shown on the left in Figure 1.40. Find the response of 
this system to the input x(n) shown on the right in Figure 1.40. 

Solution: The response, sketched in Figure 1.41, is given by 

Impulse response Input 

Figure 1.40 Impulse response and input for an example discrete-time system. 
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Figure 1.41 Example discrete-time system response. 

1.4 Baseband Pulse Shaping for Bandlimited Transmission 

In modern digital communications systems, the digital data symbols must be 
transmitted by means of a continuous pulse shape of some appropriate form 
to accomplish propagation over the channel. For example, when a string of 
binary data such as "1 0 1 1 0 0 1 0 1" is to be transmitted to a distant receiver, 
in addition to translating the data signal to a suitable carrier frequency, one 
needs to convert this data string to a continuous baseband waveform by 
assigning different pulses for the basic digital symbols "0" and "1." The 
question is, what lund of pulse for "0" and what kind of pulse for "l"? 
Answering this question is a fundamental requirement for designing a digital 
communications system. 

One may assign a rectangular pulse, Rect(t/T - 1/2), for a digital logic 
symbol "On and -Rect(t/T - 112) for a logic symbol "1," where T is the 
symbol (bit) duration. But this scheme is not desirable because, to pass the 
waveform energy without introducing distortion and intersymbol interfer- 
ence (ISI), the system bandwidth must be significantly in excess of 1/T, the 
inverse of the symbol rate. Then what is the practical approach for designing 
an impulse response waveform for a digital system to meet the requirements 
of (a) confinement of the spectrum to a required bandwidth and (b) minimum 
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possible ISI? This question is the central issue of this section; we review 
succintly a few examples of approaches to the stated waveform requirements 
and describe the techniques used in the IS-95 system. 

1 A.1 Bandlimited Waveforms for Digital Applications 

Let us consider the basic model of a digital transmission system that is shown 
in Figure 1.42. For simplicity, the use of a high frequency carrier is not 
considered. We first assume that the digital data stream is represented by a 
series of impulses whose polarities are based on the 0s and 1s of the source 
data. The transmitter filter is characterized by an impulse response g ( t )  = 
Rect(t/T). The baseband signal representing the digital data stream at the 
output of this filter can thus be written as 

where the {dk) are +1 or -1 values, corresponding respectively to logical 0s 
or Is, generated at T-second intervals. The transmitter filter characteristic is 
illustrated in Figure 1.43. 

Figure 1.42 Basic model of a data transmission system. 

Impulses Noise 
for logic - 

Input g(t) = Rect(t/T) Output 

x d k  b( t  - kT) 
k 

A IG(f)I 
g(t) = Rect(m 

-- 
-4 3 2 -1 0 1 2 3 4 

f T  

Figure 1.43 Transmitter filter characteristic. 

symbols + 
{dk}  

Transmitter 
filter 

g( t ) ++ G(f 

D ( r )  
b Transmission Receiver 

path filter 
+ 4 Detector 

L 
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As stated at the outset of this section, the desire to conserve the band- 
width, while minimizing or eliminating IS1 (if possible), is the central concern 
of baseband waveform design philosophy. Nyquist [21] considered the 
problem of designing the pulse shape g(t) such that no IS1 occurs at the 
sampling instants. He showed that the minimum bandwidth needed to 
transmit R symbols per second without IS1 is R/2 Hz. This occurs when the 
filter has the amplitude frequency characteristic 

G ( f )  = R e 4 f  /R) 

and the impulse response 

g(t) = F-~{G( f ) )  = R sinc(Rt) = 
T 

which are illustrated in Figure 1.44. Note that if the information symbol 
occurs at the rate of one in every T seconds, and the receiver samples without 
error at the time instants of t = iT, i = 0, 1, 2, . . . , then there is no ISI, as 
seen on the right-hand side of Figure 1.44. One then can state the Nyquist 
result in connection with this figure as follows: 

Given a channel with bandwidth W Hz, the maximal theoretical rate 
at which symbols can be transmitted without IS1 is 2W symbols/sec. 

But it is impossible to achieve this result without infinite delay, and any small 
error in the sampling instant will introduce ISI. Nyquist discussed more 
"practical" solutions for the problem of achieving maximal symbol rate 
without introducting ISI, by proposing a different filter frequency response 
shape, G( f ). To maintain a symbol rate of R symbols/sec, the practical filters 
must require more bandwidth than the Nyquist bandwidth of R/2 Hz. One 
"practical shape" is the raised cosine (RC) filter, which has 100% "excess 
bandwidth," given by 

Figure 1.44 Nyquist filter and impulse response waveform. 
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and this filter shape in the frequency domain is depicted in Figure 1.45. By 
100•‹/o excess bandwidth, it is meant that the cutoff frequency of R/2 is 
doubled to become R Hz, as shown in the figure. Thus the situation is now 
that Rsymbols/sec in R H z  is the maximal symbol transmission rate in 
relation to bandwidth. In other words, one can pack only one symbol/sec 
per Hz of bandwidth. 

Note that the transition of the RC filter characteristic in Figure 1.45 
from full value to zero is smooth and begins at f = 0, with the amplitude 
reduced to 112 at f = R/2; thus the transition takes place over the entire 
range of frequencies that are passed by the filter. In practical communications 
systems, there is a whole family of RC filters based on the width of the 
transition region, each a RC filter reduced to half amplitude at f = R/2 but 
starting the transition at the frequency (1 - a)R/2 and ending it at 
(1 + a)R/2,  as illustrated in Figure 1.46. The parameter a is equal to 
the fraction of excess bandwidth, and is called the "rolloff factor." The 
transfer function for the RC filter with rolloff a is given by 

Figure 1.45 Raised cosine (RC) filter with 100% excess bandwidth. 
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Figure 1.46 RC filter wi th  rolloff factor a. 

where an alternative expression in the transition region is 

2 a cos { G  [ fT- i ( l -a ) ] )  = [I + COS{: [ f ~  - i(1- a)])] 

= f [l - sin{:(f~ - a ) ) ]  
If we take the inverse transform of T G(f ;  a) in (1.34b), as shown in 
Appendix lC, we obtain the impulse response of the filter as the Nyquist 
pulse shape with rolloff factor a: 

which is plotted in Figure 1.47. 
In practical applications of waveshaping techniques, the Nyquist RC 

filter is used with an appropriate choice of the rolloff factor a. For example, 
in the IS-54 digital cellular telephone system based on TDMA [I], the RC 
filter is used with a rolloff factor value of a = 0.35. To achieve the desired 
pulse shape, filters employing the square-root of G(f ;  a )  are used in both 
transmitter and receiver. The impulse response of the filter with 
rolloff factor a is shown in [23] to be 



Introduction and Review of Systems Analysis Basics 5 7 

Figure 1.47 Nyquist pulse shapes for different values of a. 

which has the particular values gl(0) = 1 - a + 4 a / r  and gl(T/4a) = 

( a )  1 + ) i ( 4 )  + (1 - ) c 0 ( 4 ) ] .  This pulse shape is 

shown normalized by gl(0) in Figure 1.48. Note how gl(t) is in general a 
narrower pulse than g(t), but broadens into g(t) when it is convolved with 
itself. Note also that the pulse shape gl(t) causes IS1 because it is not 
generally equal to zero at the symbol times, nT; thus, a system using this 
square-root pulse shape actually transmits a signal that has ISI, but the 
identical impulse response of the receiver filter equalizes this condition and 
removes the ISI. 

It is important to note that, when the transmission waveform is 
"shaped" in the form of Nyquist pulses with rolloff factor a as shown in 
Figure 1.47, the signal energy is confined to the bandwidth indicated in the 
spectral characteristic given in Figure 1.46, and no IS1 is introduced when 
sampling times are error free. In practice, however, timing errors do occur 
and filter designs do depart from the theoretical specifications, thereby 
inducing some degradation. 
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Figure 1.48 Impulse response of square-root RC filter. 

With the notion of baseband waveform shaping and its purposes, we can now 
examine how the IS-95 system implements its waveshaping filter with the 
background that we have reviewed up to this point. 

1.4.2 FIR Pulse Shaping in IS-95 

The IS-95 system uses baseband waveshaping filters designed to meet a 
bandwidth constraint while minimizing ISI. The filters are specified to have a 
frequency response H( f )  that satisfies the limits shown in Figure 1.49, with a 
less than 1.5-dB ripple in the passband (0 5 f 5 fp = 590 kHz) and a 40-dB 
attenuation in the stop band (f > f, = 740 kHz), with a nominal one-sided 
bandwidth of f, = 614.4 kHz. In addition to these frequency domain limits, 
IS-95 specifies that the impulse response of the filter be a close fit to that of a 
certain 48-tap FIR filter with response ho(n). 

A FIR filter impulse response assumes a sample period T,, and the 
discrete time output y(n) of the filter for an input x(n) is of the form 



Introduction and Review of  Systems Analysis Basics 59 

m fp = 590 kHz 

Passband dB 
I 
I lzzzm 
I 
I I Stopband 
I I 

Figure 1.49 Filter specifications. 

so that, if the input x(n) is a sequence of data impulse values given by 

then the discrete-time output of the filter with response ho(n) is 

y(.) = C x(k) ho(n - k) = C C dm6(k - n,) - k) 
k k m 

The notation in (1.35b) and (1.36a) allows for the input samples to occur at 
multiples of the filter sample time, T,; for example, the values can be {n,) = 
(4m = 0, 4, 8, . . . ) as in IS-95 to allow the discrete filter to make a smooth 
transition between data symbols. The continuous-time output (following 
digital-to-analog conversion and smoothing) is the superposition of shifts of 
the pulse shape ho(t): 

The IS-95 FIR impulse response coefficients {ho(k), k = 0, 1, . . . , 47) 
are listed in Table 1.3, and the required fit is described by 
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Table 1.3 IS-95 FIR impulse response coefficients 121 

00 

Mean squared error = xp [h(kTs - T )  - ho(k)12 5 0.03 
k=O 

where the tap (sample) spacing is Ts = Tc/4, one-fourth the duration of a PN 
sequence chip, and p and T may be selected to minimize the mean square 
error. The total duration of the impulse response, from the first sample to 
the last, is 48Ts = 12Tc, and the (unsmoothed) response is symmetric about 
the delay T = 6Tc as shown in Figure 1.50 in comparison with a Nyquist 
(sinc) pulse shape that was delayed and scaled to fit the mainlobe of the 
impulse response. Note that the delay is necessary to achieve the symmetric 
pulse shape with a causal filter. It is clear from observing this comparison 
that the IS-95 pulse shape is not a truncated sinc pulse; the smoothed IS-95 
pulse shape, although it is very close to being zero-valued at f Tc from the 
peak, will cause a small amount of IS1 because it is generally nonzero at the 
sample times f nTc from the peak. 

In [24-271, methods for designing FIR filters are discussed in which the 
Nyquist pulse shape is multiplied by a finite-duration window function that is 
selected to achieve desirable passband and stopband spectral characteristics. 
We saw previously (c.f., Figure 1.22) that truncation of the Nyquist pulse 
shape resulted in ripples in the frequency transfer function; the magnitude of 
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Figure 1.50 Comparison of IS-95 FIR pulse shape with that of ideal lowpass filter. 

0 I I 

truncated sinc(VTc) (4 taps) 

\ / I I 

1 IS-95 FIR pdlse shape 

Figure 1.51 Comparison of transforms of IS.95 FIR pulse shape and truncated sinc pulse. 
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Figure 1.52 Comparison of frequency response ripples in the passband. 

the ripples in the passband and the stopband depends on the particular 
window function [24] that is used for truncation. As demonstrated by the 
squared magnitude of its Fourier transform that is shown in Figures 1.51 and 
1.52, the shape of the IS-95 pulse may be viewed as a windowed sinc pulse 
based on the spectrum design criterion of IS-95. Thus the stopband 
performance of the IS-95 pulse shape, being greater than the required 40dB 
down, was the dominant factor in the selection of this shape. 

Example 1.10 A simulated portion of an IS-95 PN code waveform13 is shown 
in Figure 1.53. In the top pan of the figure, a rectangular pulse shape is used, 
while in the bottom pan, the actual pulse shape ho(n) is used. The binary 
PN chip sequence has a period of 32767 chips, with the reference period 
(ending in 15 zeros) given by 

l3 The PN code used is the in-phase (I) quadrature channel "shortn code, without the 
insertion of an extra zero at the end of the sequence that is discussed in Chapters 4 
and 6. 
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Rectangular PN code waveform 

Shaped PN code waveform 
2 

1 

0 

-1 

-2 
0 8 16 24 32 40 48 56 64 

Time in PN chips 

Figure 1.53 Comparison of rectangular and shaped PN waveforms. 

This chip data sequence, using the mapping logic 0 -+ +I and logic 1 + -1, 
is clearly seen in the top pan of Figure 1.53, artificially delayed by six chips to 
match the filter delay. Because of the delay, the t lot begins with six of the 
zeros at the end of the previous sequence period. As suggested by Figure 1.50, 
the filter output is represented as a smoothed, continuous waveform by 
plotting the sample values at the midpoints of the sample intervals. That is, 
the figure displays the filter output as 

y(t) = d, p(t - mT,), with p[(k + i)?',] = h ( k )  
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Note from the time-domain presentation of Figure 1.53 that (1) the desirable 
bandwidth characteristics of the IS-95 waveform are obtained at the cost of a 
nonconstant signal envelope, and (2) the waveform is not necessarily at a local 
peak value at the nominal sampling time. 

1.5 Probability Functions 

Every communication system is disturbed by unavoidable interference. The 
most fundamental interference that must be considered in communication 
systems is the noise generated by the receiver itself, called thermal noise. In 
1928, Johnson [28] conducted an experiment that showed that noise arises 
because of the random motion of free electrons in the electric conductors, and 
his work is the basis of the quantitative measure of the thermal noise that we 
take into account in the analysis of communications systems. 

The waveform that is generated within a system, say, in a receiver or 
amplifier that is turned on with no input, will resemble a "random noise 
waveform" that might look like the one shown in Figure 1.54. The noise 
waveform "behaves" randomly and is in no way deterministic in the sense 
that we can predict the value of the waveform at any given instant of time. 
Yet it is affecting the desired signal by adding a random component to the 
received amplitude values. 

The behavior of a random waveform can only be described in a proba- 
bilistic sense. The noise value that affects the signal value in either a positive 
or negative way can be described probabilistically once we characterize the 
noise random variable (R 1.3 in statistical terms. So, what is a random variable? 
When we turn on a receiver (without any input connected) or a noise gen- 
erator, we observe a noise waveform. If we turn off the system and then turn 
it on again, the waveform we observe is a random amplitude waveform such 
as shown in Figure 1.54, but not the same as the one observed earlier. 

Figure 1.54 Sample function x(t) of a typical random process. 
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Now suppose that we have 100 or more identical noise generators and 
that we turned them on at the same time and observed their noise output 
waveforms. The situation might be described as in Figure 1.55, where x(i; t )  
denotes the waveform function for noise generator i. The experiment de- 
picted in Figure 1.55 is intended to define the concepts of random process and 
random variable. The collection of all those noise waveforms is an ensemble, 

A x(k-I; t ) ,  sample function 

Figure 1.55 Concepts of random process and random variable. 



66 COMA Systems Engineering Handbook 

and together we call them a process; that is, a random process is a collection or 
ensemble of member functions called sample functions. Therefore, a random 
process is an ensemble of sample functions. We now define random variables 
by sampling the random process as indicated in Figure 1.55. For example, 
that figure shows three sampling instants t l ,  t2,  and ts, and we generate three 
RVs as follows: 

Random variable Xt, r XI, which assumes values {. . . , x(k - 1; tl) ,  
x(k; t l ) ,  x(k + l ; t l ) ,  ...); 

Random variable Xt, - X2, which assumes values {. . . , x(k - 1; ta), 
x(k; tz), x(k + 1; tz), . . . ); 

Random variable Xt, E X3, which assumes values {. . . , x(k - 1; ts), 
x(k; t3), x(k + 1 ; t 3 ) ,  ... ). 

When we consider the RVs XI ,  X2,  and X3 individually, the probability 
distribution function of each RV from the same random process is identical; 
that is, the probability that the RV Xi is less than or equal to some possible 
value a ,  is 

Pr{Xi 5 a) = Pr{X 5 a) for i = 1 , 2 , 3  (1.38a) 

This implies that the amplitude distribution function is independent of the 
sampling instant (shift of time origin). 

The RVs generated by the process that we considered in the example of 
Figure 1.55 are continuous RVs, and thus they can assume possible values 
from -00 to oo. The probability distribution function is also known in the 
literature as the cumulative probability distribution function (CDF) and is 
often denoted Fx(a): 

n CDF of X: Fx(a) = Pr{X 5 a) = Pr{-m < X 5 a) (1.38b) 

Because Fx(a) is a measure that is obtained by accumulating values of a 
certain function over the limit from - m  to a ,  there must be a function that 
can be integrated (for a continuous RV) to give the identical resultant value. 
That function is the probability density function (pdfl of the RV X,  denoted 
PX ( 4 :  
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CY 

F,(a) = Pr{-m < X 4 a) = ~ m p , ( ~ )  d~ (1.39a) 

and thus 

Note that any pdf must be such that p,(a) 2 0 (because a CDF must only 
increase as a increases) and J_"p,(a) d a  = 1 (because this is the probability 
that X takes any value at all). As will be demonstrated shortly, (1.39b) is a 
most convenient formula to obtain the pdf of a new RV that is a trans- 
formation of an old RV, such as the input-output relationship of a communi- 
cations system. 

Before leaving the subject of one-dimensional probability distribution 
functions, we need to observe the following basic properties of CDFs: 

Now, returning to the joint sampling of the random process as depicted 
in Figure 1.55, we can define a joint probability density function, denoted 
p,,,, 2, . . . ,  xM(al, a 2 ,  . . . , aM) ,  where ai is a possible value that the random 
variable Xi can assume, i = 1, 2, . . . , M. If the joint pdf p,,,, ,,..., ,,(*) is 
equal to the product of the individual pdfs of the {Xi); that is, if for all M 

then the RVs XI, X2, . . . , X are statistically independent. 
We now review pdfs that are well known and pertinent to the analysis 

of communication systems. Readers are referred to the excellent references 
given in [29-321 for further insights and in-depth discussions on probability 
theory and its applications to communications systems. 
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1.5.1 Probabilities 

Consider a situation where we conduct an experiment that can produce three 
possible outcomes: A, B,  C.  If we ask for the probability that the outcome A 
occurs, we cannot answer the question unless we know that probability from 
previously conducted experimental "relative frequencies of occurrence" data. 
The way we determine the probability of the outcomes is as follows: we 
repeat the experiment N times and record the number of times each event 
occurs. Let us denote these by N(A), N (B), and N (C), respectively. The 
probability of occurrence of the events, written P(A),  P ( B ) ,  and P (C) ,  can 
be assessed in the limit as N approaches infinity. That is, 

N(A) P(A)  = lim - 
N + m  N 

N(B)  P (B)  = lim - 
N + m  N 

N(C)  P ( C )  = lim - 
N + m  N 

In the example we discuss here, all possible outcomes A, B,  or C constitute 
the sample space of the experiment, and each of the possible events is a sample 
point. These are analogous to the ensemble or process and to the sample 
functions that we discussed earlier. 

Consider another experiment in which events A and B can both hap- 
pen, and the possibilities are A alone, B alone, A and B together, or neither 
A nor B. Then we can speak of the conditional event that, say, B occurs, 
given that A occurs, denoted B I A, and the conditionalprobability of event B 
given event A, written P(B I A). This probability is defined as 

where P(A,  B) is the probability that the events A and B occur jointly, and 
likewise, we have 

If P ( A  I B )  = P(A), when the occurrence of the event A is independent of 
the occurrence of the event B, it follows from (1.43b) that 
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P(A, B )  = P(A)  . P ( B ) ,  A and B independent (1.43~) 

If the occurrence of the event A does not depend in any way on the 
occurrence of the event B,  the two events are statistically independent, and 
(1.43~) can be used as the definition of the statistical independence of A and B. 

The event "A or B" is sometimes written A U B ("A union B") in 
probability theory, and the event "A and By' is written A n  B ("A inter- 
section B"). In general, the probability of A U B is 

which indicates that the probability of the union of events is bounded above 
by the sum of the event probabilities. If events A and B are mutually exclu- 
sive (cannot occur at the same time), then the event A n B does not occur and 
P(A U B) = P(A)  + P(B). It follows that if A, B,  and C exhaust the 
~ossibilities of the experiment (the sample space contains only A, B,  and C), 
P ( A  U B U C )  = 1 and if these three possibilities are mutually exclusive, then 
(1.39d) leads to the expression 

Consider a continuous RV X that assumes values over the range ( - a ,  cc). 
We define an event A, which is the event that X is less than or equal to a 
value a. If we assume that X has a pdf p,(a), we can then write the 
probability that the event A occurs as follows: 

n In (1.44a) we used the notation A = {-cc < X 5 a )  to describe the event 
under consideration. This may appear somewhat inconsistent in that we used 
two different expressions for the same quantity: 

The right-hand side brackets { ) are used to denote the description of an event, 
whereas the left-hand side parentheses ( ) are used to denote an event that is 
already defined. In any case, these expressions should be understood in their 
context without attaching a rigorous meaning to the way the notation is used. 
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1.5.2 Probability Distribution Functions 

From the defining equations for the CDF and pdf given in (1.38) and (1.39), it 
is straightforward to state that the ~ r o b a b i l i t ~  that the RV X falls within the 
interval ( a ,  p) is given by 

Suppose that we have two random processes {x(t)} and {y(t)}, where x(t) 
and y(t) denote sample functions of the respective random processes. Assume 
now that we have obtained M RVs from each of the two random processes, 
(XI, X2,  . . . , XM) and (Yl, Y2, . . . , YM). An example that fits this situation 
is the input and output processes of an arbitrary system. The two random 
processes are said to be statistically independent if 

The RVs (XI, X2, . . . , XM) are said to be statistically independent if and 
only if 

The same can be said of the RVs generated from the random process {y(t)}: 

is the condition for statistical independence of the RVs (Yl, Y2, . . . , YM). 
Let us now consider two RVs X1 and X;? generated from a single 

random process {x(t)}. Their joint probability density function, denoted 
pxl,xz (a1, a2),  is defined as 
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where Fx,,x, ( a l ,  a2) is the joint cumulative probability distribution function 
of RVs X1 and X2. From (1.4%) we then have the following results: 

from which we can easily show that 

The pdf obtained by integrating the joint pdf over one of the RVs, as in 
(1.46e) and (1.460, is called a marginalprobability density function. Analogous 
to (1.43a) and (1.43b), we can define the conditional pdf of XI,  given that 
X2 = A, as 

The uses of pdfs are diverse, as will be shown in many places in this chapter. 
We have already shown in (1.44a) that the probability of an event can be 
calculated by integrating the pertinent pdf. The conditional pdf is also used in 
calculating the conditional probability of an event, given another event in a 
given sample space. Suppose that we define a sample space in which two 
events A and B are the only outcomes. The conditional probability of A, 
given B,  is defined as 

Let us assume that the events A and B are associated with two random 
variables, Xl and X2, respectively, on the sample space, and are defined as 
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Then (1.48a) can be written, in view of (1.47a), as 

, . 
where we assumed that 

If, however, we want to compute the conditional probability of the event A, 
given that X2 = A, we need to calculate 

The conditional probability of the event A, given that the event B occurred, 
is written as 

where p,, ( a  I B )  is the conditional pdf of XI, given the event B. We can 
also write the probability of the joint event AB = A n B in terms of the joint 
pdf of the RV X1 and the event B: 

J f f l  

Note that 
P(AB)  = P ( B )  P(A  I B )  

We therefore have the result 
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From (1.48d) we also have 

where PA,%~(A, A )  is called the joint pdf of the RV X 2  and the event A. 

Tmnsfomzation of random variables. Consider a random variable X with pdf 
px(a),  which is the input to a system G that produces the corresponding 
output random variable Y as a transformation of the input RV X. The 
situation is depicted in Figure 1.56. 

Before we go further, we need to make some important remarks 
concerning the notation and its meaning. When we say that the RV X is the 
input to the system, we really mean that the input is a sample function x(t) of 
the random process {x(t)) and that X is obtained by sampling the process 

L1 (the ensemble of sample functions) at a particular time ti. That is, X = x(ti), 
or Xi in the notation of the beginning of the section. If we understand this 
fact, it is all right to say that the input to the system G is a sample function 
x(t) and the output is a sample function y(t) of the output process iy(t)) .  
Further, we can say that the input and output of the system G are the random 
processes {x(t)) and {y(t)), respectively, although it is not possible to apply 
an ensemble to the input of a system or to obtain an ensemble at its output. 
The sample functions x(t) and y(t) do, however, represent the underlying 
ensembles of sample functions (i.e., processes), and the RVs X and Y take 
their distributional properties from those ensembles, so that, unless otherwise 

Input Output 

Y = f(X) 

Figure 1.56 Transformation of a random variable. 
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indicated, the notation x(t) refers to both a sample function and its 
underlying process. With this reasoning understood, we can also represent 
the situation depicted in Figure 1.56 as follows: Consider a system G as 
shown in Figure 1.57, whose input is a random process x(t) with pdf px(a) 
and whose output process is y(t) with the transformation y(t) = f[x(t)]. We 
normally suppress the notation of time when a single time-sampling instant is 
involved. 

Example 1.11 Consider the case of the transformation 

n where x(t) = X is an input RV with a known pdf and m is a constant. Find 
n the pdf of the output RV y(t) = Y. 

Solution. A straightforward way of obtaining the pdf of the output RV 
is to obtain the cumulative probability distribution function of Y, namely 
Fy(a),  and then obtain py(a) by differentiating Fy(a) as shown in (1.39b). 
Thus 

Differentiating with respect to a, we obtain 

If we specify p,(a), the pdf of Y is easily written down as p,(a) translated by 
m units to the right. For example, if X is a Gaussian RV with zero mean and 

Figure 1.57 Transformation of a random process. 
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variance a2 ,  which we denote14 as X = G(0, a2) or X = N(0, a2) ,  the pdf is 
given by 

and the transformation Y = X + m gives the pdf of Y to be, from (1.49a): 

The Gaussian pdf is the one used for describing thermal noise, which 
Johnson discussed [28], and as such, the pdf given in (1.49b) characterizes the 
front-end noise of communication receivers. The CDF of X = G(0, a2) is 
given by 

in which we define15 Q ( a )  as the complements y cumulative probability distri- 
bution function (CCDF) of a "standard zero-mean, unit-variance Gaussian 
RV, G(0, 1): 

The pdf, CDF and CCDF of the standard Gaussian distribution are shown 
plotted in Figure 1.58, which indicates some values of px(cr) and Q ( a )  for 
special values of the argument. Often it is desired to find the argument of 
Q ( a )  for which the function equals some special value, such as Q(a) = 0.1; 
Table 1.4 lists values of the argument of Q(a) for several special values of the 

14 In a section to follow, we shall give definitions of moments such as the mean 
(average) and variance of a RV. The notation X = G(m, a') or X = N(m, a2) is 
often used to indicate that the RV X is a Gaussian or normal RV with mean m and 
variance a'. 
l5 The notation P(a) = 1 - Q(a) is often employed [Dl, as are the ewor function 
erf(a) = 1 - 2 Q (a&) and complementary ermr function erfc(a) = 1 - erf(a) = 

2~ ( a d ) .  A useful relation is Q(a) = [l - erf (a/ fi)] = erfc (a/ 4). 
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(a) pdf of X = G(0, 1) 

(b) Definition of the Q(a) function 

(cl Cumulative distribution function of X = G(0,l)  

Figure 1.58 Probability functions of the Gaussian distribution. 
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Table 1.4 Special values of the argument of Q(a) 

function. Accurate functional approximations for computing the function are 
given in [20]. 

The popularity for the use of Q(a) in communications systems analysis 
involving the Gaussian noise channel cannot be overemphasized. As seen 
above, Q(a) must be obtained from a table or by numerical integration. For 
that reason, an approximation for Q(a) is often used for analysis purposes, 
such as the upper bounds [29] 

These bounds are plotted in Figure 1.59, showing their relative tightness. 

Example 1.12 Let us consider another example of determining the pdf of a 
function of a random variable. Consider the square-law transformation 

which is plotted in Figure 1.60. This transformation is also known as the 
full-wave quadratic rectifier transformation or the full-wave square-law 
detector. We again use the formulation of the CDF to obtain the pdf of the 
RV Y as a transformation of the RV X. Clearly, from observation of Figure 
1.60, 

We therefore have 
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Figure 1.59 Comparison of Q(a) with two upper bounds. 

That is, 
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Figure 1.60 Square-law transformation. 

Let us now consider a specific form for px(a),  say, the Gaussian pdf of 
(1.49b), which after substitution in (1.5Ob) yields 

which is known as the chi-squared pdf with one degree of freedom (more is 
said about chi-squared RVs in a later section). 

If we assume a different specific form of px(a),  the pdf known as the 
Rayleigh pdf: 

( 0 .  a < O 

where b is a positive constant, the pdf of Y is then obtained as 

which is an exponential pdf (Y is an exponentially distributed RV). 
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Example 1.13 Determine the pdf of a new RV that is the result of the 
transformation of two RVs as indicated in Figure 1.61. The transformation is 

Solution: Our objective is to obtain the pdf of the RV Z,  under the 
assumption that the pdfs for X and Y are known. This problem can easily be 
solved by applying the conditional pdf concept that we discussed above. 
First, assume that the RV Y took up a value P from its allowed domain. 
Then we have a transformation of the form 

where ,O is a constant. This situation is then identical to that considered in an 
example above where, from (1.45a) with a change of notation, we had 

Therefore, for the current situation, we can write the ~ d f  of RV Z ,  given that 
y = P, 

PZ(U I y = P) = PX(U - P I y = P) (1.5 1c) 

From (1.47a) and (1.47b), the joint pdf of Z and Y is obtained by multiplying 
both sides of (1.51~) by py (P): 

and the marginal pdf of Z is obtained by integrating out the RV Y: 

Figure 1.61 Transformation that gives the sum of two RVs. 
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where Z = X + Y. If the RVs X and Y are statistically independent, then 

and (1.51e) becomes 

which is the convolution of the pdfs of X and Y. 

Averages. Consider a discrete RV X that assumes M discrete values X I ,  x2, 
. . . , XM with probabilities P(xi) ,  i = 1 , 2 , .  . . , M. We define the statistical 
average (the expectation or ensemble average) of X by16 

which is the weighted sum of the values that the RV can assume, with the 
weight being the probability of occurrence of the value. 

For a continuous RV X, which assumes any value over the interval 
(-GO, co), the statistical average (the expectation or ensemble average) of X is 
defined by 

In some cases, we need to calculate the statistical average of a RV Y that 
is a transformation of a RV X: 

l6 The notation for the statistical average (expectation) of a RV X can be either 
E{X) or X, depending on choice and convenience. 
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in which f(.) denotes the relationship connecting the "old" RV X with the 
"new" RV Y. The statistical average of the new RV can be obtained with the 
knowledge of the probability distribution of the old RV, as follows: 

M 

E{Y) = F = E{f(X)} = C f(xi) P(xi)  (1.53b) 
i=l 

for a discrete RV X, and 

for a continuous RV X. These results are known as the theorem of expectation 
PI]. 

Moments of a random variable. The expected value of the nth power of the 
discrete or continuous RV X is called the nth moment of the RV X ,  defined 

by 
M 

E{Xn) = fT" = xr   xi) (1.54a) 
i=l 

00 

and E{x~)  =F= / anp , ( a )da  (1.54b) 

for discrete and continuous RVs, respectively. Therefore, the first moment is 
mean, expectation, or statistical average, E{X) = m,. The nth central 
moment is defined as 

Note that for n = 0, E{(X - m,)') = E{1) = 1, and for n = 1, 
1 E{(X - m,) ) = E{X - m,) = 0. 

The second central moment is called the variance, denoted a: and 
defined by 

The square root of the variance, a,, is called the standard deviation. 



Introduction and Review of Systems Analysis Basics 83 

Joint moments of two random variables. Consider two continuous RVs X 
and Y with their joint ~ d f  p,,,y-(a, 8).  The (n  + k)th order joint moment of 
the RVs X and Y is defined by 

and the corresponding joint central moment is given by 

n- where m. a X and my = Y. When n = 1 and k = 1, the joint central 
moment has a special significance: 

which is called the covariance of the RVs X and Y. The nomalized covari- 
ance or correlation coeficient of X and Y is defined by 

in which a, and a, are the standard deviations of X and Y, respectively. 

Example 1.14 The mean and variance of a sum of independent RVs will be 
found. Let Y be the weighted sum of N RVs: 

The mean of Y is 
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in which we have used the fact that E{aiXi) = aiE{Xi). Thus, the mean of 
a weighted sum of independent RVs is the weighted sum of their means.17 
The mean square of Y is 

in which we used the fact that E{XiXj) = mximx, for i # j .  It follows 
directly that the variance of a weighted sum of independent RVs is the 
weighted sum of their variances: 

1.5.3 Characteristic Function 

In the analysis of communications systems, techniques for determining the 
pdf of the relevant RVs are important. For example, the relevant RVs are 
often decision variables for deciding which information symbol has been sent 
over the channel. We have considered some methods above for this purpose, 
such as the CDF formulation method and the application of conditional pdfs. 
There is another method, known as the characteristic function method, which 

l7 Note that the independence of the {Xi} was not used to derive (1.53a); it is a 
general relation for sums of RVs, independent or dependent. 
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is very useful in some cases for determining the pdf of a sum of independent 
RVs. The characteristic function (CHF) is also useful in the art of 
determining the moments of a RV as well, as we see later. 

The characteristic function C,(ju) of the probability distribution of a 
real RV X is defined as the statistical average of exp{jvX}: 

where u is real. Note that the CHF has the form of the Fourier transform of 
the pdf p, (a). Because the pdf is nonnegative and ejvx has unit magnitude: 

hence the CHF as defined by the integral in (1.58a) always exists. Thus, the 
CHF C,(ju) and the pdf p,(a) form a Fourier transform pair, and the pdf 
can be obtained from the CHF: 

If X is a discrete RV, (1.58a) becomes 

Example 1.15 The CHF for a Gaussian RV Y = G (my, 0:) is found as 
follows: 

1 2 2  
= exp{jumy - ;ju a,) (1.58e) 

For the standardized Gaussian RV Z = G(0, 1) the CHF has the simple form 
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Example 1.16 The CHF for a sum of N independent Gaussian random 
N 

variables will be found. Consider Y = C a i X j ,  where Xi = G ( m i ,  a;). 
i=l 

From (1.57b) and (1.57d) we have 

A. . . 
my = C a i m i  and a; = x a j a ;  (1.59a) 

The CHF of Y is given by 

Since the RVs { X i )  are independent, their joint pdf factors into the product 
of their individual pdfs: 

and calculation of the CHF of Y is found to be 

the product of the individual CHFs of the weighted variables {aiXi) .  Substi- 
tuting (1.58e) appropriately for the individual CHFs, we obtain 

From this result, we learn the important fact that the weighted sum of inde- 
pendent Gaussian RVs is itself a Gaussian RV. It is also true (not shown here) 
that a sum of correlated Gaussian RVs is a Gaussian RV. 
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1.5.4 Moment Generating Function 

Another ensemble average related to the distribution of a RV X that is very 
closely related to the characteristic function Cx(jv) is the moment generating 
function, M,(v). The moment generating function (MGF) for X is the statis- 
tical average of exp(vX): 

If we differentiate Mx(v) with respect to its argument v, we obtain 

00 

dMx(v) = d 1 eu"px ( a )  d a  = 
d v dv -, 

If we evaluate both sides of this equation at v = 0, the result is the first 
moment of the RV X: 

That is, 

If an MGF M,(v) exists, then we may take its successive derivatives by 
successively differentiating inside the integral in (1.56a). Then we obtain 

dMZ(4 
00 

= L aeu"p, (a) d a  = E { X ~ " ~ )  
d v 

By evaluating these expressions at v = 0, we obtain 
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In the case of X being a discrete RV which assumes value xi with probability 
P(xi),  i = 1,2, . . . , K, the MGF is given by 

If the MGF Mz(v) of a RV X exists, then it possesses a Maclaurin series 
expansion: 

which is easily proved if we recognize the series 

and substituting the series in the defining equation (1.60a). An advantage of 
this fact is that we can easily obtain the nth moment E{Xn) if we can readily 
obtain the power series expansion of M,(v), because E{Xn) is the coefficient 
of the term vn/n! in the series expansion of M,(v). 

Example 1.17 The Bernoulli random variable. Any experiment that 
produces the two possible outcomes, "success" and "failure," is called a 
Bernoulli trial. If we denote the event of success by 1 and failure by 0, then 
the discrete Bernoulli RV X assumes two values: X = 1 with probability 
P(X = 1) = p and X = 0 with probability P ( X  = 0) = q = 1 - p. The 
MGF, for -oo < v < oo, is 
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1 

M,(v) = C eUxiP(X = xi) = e U O p ( x  = 0) + e U 1 p ( x  = 1) 
i=O 

= q + p e U = l - p + p e "  (1.62a) 

Now: 
ML(v)=peV -+ E{X)=Mk(O)=p 

M: (v) = p eu + E{X2) = Ml(0)  = p 

and the variance a& of the Bernoulli RV is given by 

Example 1.18 The binomial random variable. When we perform n 
independent, repeated Bernoulli trials with the probability p of success at each 
trial, the experiment is called a binomial experiment. In the binomial 
experiment, the probability law gives the number of successes in the n 
independent, repeated Bernoulli trials. Assume for example that 0 1 1 0  1 0  1 
denotes the outcome of seven such trials, where "1" denotes a success and "0" 
a failure. This is a case of four successes out of seven trials, and the 
probability of this event is p4(1 - p)7-4 = p4q3. But this is one of (1) 
possible success patterns that can occur with a total of four successes. Thus, 
the binomial probability law with parameters n and p, where n = 1,2, . . . 
and 0 5 p 5 1, is given by 

{ ( )  ( 1  - p)n-xl x = 0, 1 .2.  . . . , n 
P ( x )  = (1.63a) 

0 1 otherwise 

Now, the MGF is 

The first two moments are derived as 
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M i  (v) = np ev (pev + q)n-l -+ E{X) = ML (0) = np 

M:(v) = npeY(pe" + q)n-l + n(n - l)p2e2"(pev + q)n-2 

-+ E{X2) = M:(O) = npq + n2p2 

The variance a: is found from 

a: = E{X~) - E2{X) = npq + n2p2 - n2p2 = npq (1.63~) 

Example 1.19 The Poisson random variable. The Poisson probability law 
has a wide application in system analysis involving telephone traffic theory. 
We make good use of the results related to the Poisson distribution to be dealt 
with in this example when we analyze the Erlang capacity of CDMA cellular 
telephone systems in a later chapter. 

The Poisson probability law with parameter A, where X > 0, is that the 
(Poisson) RV assumes the integer value k, where k > 0, with probability 

, x = 0, 1, 2, . P ( x )  = 
otherwise. 

The MGF is 

The first two derivatives and moments are 

The variance a: is therefore given by 

The Poisson RV gives the mean and the variance the identical value of A, 
which will be nicely applied in the analysis of Erlang capacity of CDMA 
systems in a later chapter. 
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Example 1.20 The exponential random variable. The exponential 
probability law is also an important one and is used in telephone switching 
theory as the distribution law for call duration. The well known Erlang B 
formula is also based on this distribution, as discussed in Chapter 3. 

The exponential probability law with parameter p > 0 is specified by 
the pdf 

peppa, a 1 0 
otherwise 

The MGF is 

The first two derivatives and moments are 

The variance a: is found to be 

so that the standard deviation a, is given by 1/p, which is equal to the mean, 
m, = l / p .  

Example 1.21 The uniform random variable. Another important continu- 
ous RV is the uniformly distributed random variable. The pdf of the uniform 
RV X is given by 

la1 < b  
otherwise 

Because the calculations for the mean m, and the variance a: for this case are 
simple, it is more expedient to find them directly than to use the MGF: 
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and the variance a: is given by 
b2 02 = E{x2)  - E2{x) = - 
3 

Example 1.22 The Gaussian (normal) random variable. The Gaussian RV X 
with mean mx and variance a:, denoted X = G(m,, a:), has the pdf given 
by 

The MGF is 

The first two derivatives and moments are 

and the variance a: is obtained, as expected, as 
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Example 1.23 The multivariate Gaussian distribution. Let X be a K-dimen- 
sional vector of jointly Gaussian RVs: X = (XI, X2,. . . , XK). The mean 
vector m, is 

m x  = E{X) = )1 E{X2), , E{XK)) 

= (mxl, ms2, . , ~ X K )  

The second-order central moments are given by [33] 

where pii is the normalized correlation between Xi and Xi, form the K x K 
symmetric covariance matrix C, given by 

Note that the covariance matrix C, is the expected value of the outer product 
T ( X  - m,) (X - m,). In terms of the mean vector and covariance matrix, 

the joint pdf of the RVs in the vector X is 

in which IE,( is the determinant of C, and Xi1 is its inverse. The argument 
of the exponential, a scalar quantity known as a quadratic form, is of the form 
a ~ a ~ ,  where the vector a is 1 x K the matrix A is K x K. The moment 
generating function corresponding to the multivariate Gaussian pdf is a 
function of K variables forming a vector v = (vl, v2, . . . , vK) and is found as 

Mx(v)  = E{exp(vlX1 + v2X2 + . . + VKXK)) 

1 x T + ~ x  T = E { ~ X ~ ( V X ~ ) }  = ~ { e x p ( ~ v  2 4) 
1 I'm I'm 
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where the quadratic form Q is 

T Q = (a - rn,)C;'(a - m,) - u a T  - a u T  

T T = (a - m, - C,u)C;l ( a  - m, - C,u) - U X , U ~  - vm, - m,uT 

T = ( a  - m:)C;'(a - m!JT - uCXuT - 2umX 

Therefore, the integral is the expectation of a constant for a multivariate 
Gaussian distribution with the mean vector mk, leading to 

M, (u) = exp{umf + ~ v c , v ~ )  (1.67h) 

1.5.5 Correlation Functions and Power Spectra 

Suppose that X1 and X2 are RVs obtained from a random process by taking 
samples at the instants t = tl and t = t2, that the joint probability density 
function for XI and X2 is p,,,,,(a, p),  and that the probability density 
function for each random variable Xi, i = 1,2  is given by p,, ( a )  and p,,(a). 
If p,,(a) and p,,(a) are the same, that is, the choice of sampling instant ti 
(i = 1,2, . . .) did not make the pdf different, then we say that the random 
process is strictly stationary. If the pdf pXi(a) is different in that the choice of 
sampling instant itself produces a different pdf, then the process is 
nonstationary. 

If we multiply the two RVs X1 and X2 and take the ensemble average 
of the product with respect to the joint pdf p,,,,,(a, P), it is called the 
autocorrelation function of the random process x(t). That is, we define the 
autocorrelation function R, (tl, t2) of a real random process {x(t)} as 

where the notation R,(tl, t2) implies that the random process x(t) was 
sampled at time instants t = tl and t = t2 to produce RVs XI and X2. The 
prefix auto- in the word autocorrelation simply means that the RVs are 
generated from the same random process x(t). The integration limits in (1.68) 
are the range of the RVs as they are defined. If we assume that the time 
instant t = tl is T sec later than the time instant t = t2, that is, T = t l  - t2, 
we have Rx(tl, t,) = Rx(tl, t l  - T). If the random process is stationary, the 
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joint probability distribution for X1 and X2 depends only on the time 
difference T ,  not on the particular values of tl and t2  [31]. The 
autocorrelation function is then a function only of the time difference T and 
we write 

The covariance function. In addition to the correlation function, we also 
define a function C x ( t l ,  t2),  called the covariance fanction of x( t ) ,  defined by 

where m,(t l )  and mx( t2 )  are the mean functions of the RVs X1 = x(t1) and 
X2 = x(t2)  of the random process {x ( t ) ) .  The covariance function and the 
correlation function are related by 

For a wide sense stationary random process-one for which the correlation 
function depends only on the time difference t l  - t2 = T and the mean is 
constant-the covariance function is of the form 

Analogous to the normalized covariance of (1.56b), we define the normalized 
covariance function of the random process { x ( t ) )  by 

where mi = mx( t i )  = E{x(t i )}  and 0; = g;(ti) =  ti) - mX(ti)l2). If 
the process is stationary and tl - t 2  = T ,  we have 
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Note that, for a wide sense stationary process, because Rz(t, t - T) = 
x(t) x(t - T ) ,  we have 

- 
Rx(0) = x2(t) = mean square value = average power of x(t) = a: (1.69g) 

The reader is referred to [29-321 for further reading on this subject, 
including discussions on complex random processes. 

Power spectrum. The power spectrum or power spectral density (PSD) of a 
wide sense stationary random process x(t) is defined as the Fourier 
transform18 of the autocorrelation function: 

F{RZ (7)) = Sx (f ) = PSD 
or 

and 

Note that 

Example 1.24 Let us asssume that we have a sinewave process {x(t) = 
Acos(wot + $)), where wo and A are constants and $ is an RV uniformly 
distributed over the interval (0, 27r): 

l8 This Fourier transform pair relationship between the autocorrelation function and 
the PSD is also known as the Wiener-Kinchine theorem. 
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O I a I 2 7 r  
pm(a)  = ( 6 ,  

0, otherwise 

We will obtain the covariance function of this process. 

Thus 
C,(t, t - T) = E{[x(t) - m,(t)][x(t - 7) --m,(t- T)]) 

= ;A2~{cos war) + $A2~{cos(2w0t - WOT + 24)) 
But 

1 2" 
E{cos(2wot - WOT + 29)) = cos(2w0t - war + 24) d 9  = 0 

0 
(1.71d) 

so that 
Cx(t, t - T) = C,(T) = RX(7) = ~ A ~ C O S W ~ T  (1.71e) 

Observe from (1.69g) and (1.71e) that 

Average power of x(t) = a: = ~ { x ~ ( t ) )  

and thus S,(f) is clearly the power density that is distributed in the fre- 
quency domain, whose total collection is equal to the total average power - 
x2(t) = R,(O). This justifies the reasonableness of the definition of the power 
spectral density as the Fourier transform of the correlation function. 

Input and output random processes of a linear system. Consider a linear time 
invariant system with impulse response h(t) as illustrated in Figure 1.62. We 
assume that a sample function x(t) from a random process {x(t)) 
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- 
x(t> b h ( 4  + ~ ( 0  

.a 

Figure 1.62 Linear system (filter) with impulse response h(t). 

is applied to the system and its output is a sample function y(t) of random 
process { ~ ( t ) ) .  Then, we have the output y(t) given by 

The mean function my (t) is then obtained from 

The autocorrelation function of y(t) is found to be 

Assuming that the random process {x(t)) is wide sense stationary, that is, 
Rx(tl, t2) = R,(T) with T = t l  - t2, we have 

By making the change of variables tl - a = p and t2 - P = y, we obtain 
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From (1.72d), we observe that Ry(tl, t2) = Ry(7), and thus we have 

Applying the Wiener-Kinchine theorem on Ry (7) and Rx (7) , that is: 

the output autocorrelation function given in (1.72e) becomes 

where H( f )  and H* ( f )  are the filter's transfer function and its complex con- 
jugate, respectively. Thus 

R I I ( ~ )  = / " j ~ z ( f )  1 ~ ( f ) 1 ~ e j ~ " ~ ' d f  (1.72h) 
-03 

By comparing (1.72h) with (1.720, we see the identity 

sy ( f )  = s x ( f  I H ( ~  ) I 2  (1.72i) 

Analogous to (1.70d), we have 

- 
IRy(tl, t2)l = IRy(tl - t2)I = IRy(~) l  I Ry(0) = y2(t) (1.72j) 
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Crosscorrelation function. Consider a situation in which an input process 
{x(t)) is applied to two linear filters characterized by impulse response func- 
tions h, (t)  and h,(t) with transfer functions H, ( f )  and Hz(  f ), respectively, 
as shown in Figure 1.63. We define the crosscorrelation function of the two 
output processes {y(t)) and {z(t)) as follows. 

For a stationary process {x(t)), we have 

J-oo 
But 

Figure 1.63 Two linear filters in parallel. 
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and thus (1.73b) becomes 

Gaussian random process. Consider a random process {x(t)). If we obtain 
N random variables X1 = x(tl), X2 = x(t2), . . . , X N  = x(t N) by sampling 
the process at N different time instants t l ,  t2 ,  . . . , t ~ ,  and find that the N- 
dimensional joint pdf p,,,, ,,,,., ,,(al, a 2 ,  . . . , a N )  is identical to an N- 
dimensional joint Gaussian pdf, we say that the process {x(t)) is a Gaussian 
random process [29]. That is, the "name" of a particular process, such as 
Gaussian, Rayleigh, uniform, and so forth, is so called through the charac- 
terization of the pdf that is identified with the particular process. - 

Suppose we have two RVs X1 and X2, with X,  = 0, up = X3, i = 1,2  
and ~ 1 2  = X1X2/ala2. The two-dimensional pdf p, ,, (a, /3) is given by 

Random variables X1 and X2 are jointly Gaussian - if and only if their joint 
~ d f  p,,,,,(a, P )  has the form given in (1.70a). If X,2 = n2, i = 1 , 2  SO that 
p12 = p, we have 

One can easily show by integration that the marginal pdfs p,, ( a )  and p,,(a) 
are the same: 

If X1 and Xz are statistically independent: 
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This result for the two-dimensional case can be extended to the arbitrary N- 
dimensional case, and we summarize the result as follows [29]: 

1. The pdf p,,,, ,,..., ,,(al, a 2 ,  . . . , aN) of jointly Gaussian RVs depends 
only on the means x, i = 1, 2, . . . , N and the covariances (central 
moments): 

2. A set of N zero-mean Gaussian RVs (XI, X2, . . . , XN) are statistically 
independent if and only if the covariances X i j  = 0 for all i # j ,  and in 
this case: 

3. Any linear transformation of a set of N jointly Gaussian RVs produces 
new RVs that are also jointly Gaussian. 

White Gaussian noise. When the PSD of a zero-mean noise process {n(t)) is 
flat for all frequencies, we call such a process white noise. When the process is 
Gaussian, it is called white Gaussian noise with the power spectrum 

where :& is called the "two-sidedn PSD. White noise is a fictitious entity 
because its total average power becomes 

In practice, the power spectral density that is flat over the bandwidth of 
interest can be assumed to be white noise. Let us assume that the transfer 
function of a linear filter is H( f ) ,  and the input is white noise with two-sided 
PSD 1% W/Hz. Then from (1.72i) with x(t) = n(t), we have 
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and y20 = ~ ~ ( 0 )  = s V ( f )  d f  = ; N ~ L I H ( ~ ) I ~  d f  (1.75d) 

The autocorrelation function of white noise is 

which is also a fictitious but useful result in that its application can explain 
many important physical ~henomena in communication theory. 

Example 1.25 Consider a linear filter with an ideal lowpass transfer function 
given by 

H ( f )  = Rect(f /2W) 

Assume that the input to this filter is white Gaussian noise, n(t), with 
S,( f )  = No. The situation is depicted in Figure 1.64. Since zero-mean 
white Gaussian noise is the input to the filter, the filter output is also a zero- 
mean random process, called bandlimited white Gaussian noise: 

='- 
m, (t) = mn(t) t h(t) = I n(a)  h(t - a )  dor = 0 

Since mno ( t )  = 0, the covariance and correlation functions of the filter output 
process are 

n,(t) 

White Gaussian Output noise 
noise 

$ W f )  

Figure 1.64 Meal lowpass filter wi th  white Gaussian noise as input. 
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The autocorrelation function of the output noise is plotted in Figure 1.65. 
Note that Cno(0) = Rno (0) = = NOW. Suppose we take N samples 
no(tl), n,(t2), . . . , no(tN) from the output process {n,(t)} at the time instants 
t l ,  t2,  . . . , t ~ ,  where 

and to is any constant. Let us now observe the following: 

which means that the samples {n,(ti)) are statistically independent RVs, and 
thus we have 

* - 

Figure 1.65 Autocorrelation function of bandlimited white Gaussian noise. 
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The implication of this result is that if we take samples of bandlimited white 
Gaussian noise at Nyquist intervals, the samples are statistically independent. 

Note that if we take samples n(tl), n(tz), . . . , n(tN) from the white 
Gaussian noise process {n(t)) and examine their correlations, we obtain from 
(1.75e) 

Aij = R,(ti - tj) = n(ti) n(tj) = ;NoS(ti - tj) 

which indicates that the samples are statistically independent, no matter how - 
closely the sample intervals are taken. Note also that R,(O) = n2(t) = 

'n/os(O) 2 = ;No, which indicates that white-Gaussian-noise-generated RVs 
are zero-mean Gaussian RVs with variance i No; that is, n(t) = G (0, $No). 

1.5.6 Central Limit Theorem 

In many communications systems, we encounter situations in which we need 
to compute the probability measure of the event that the sum of M different 
signal-plus-noise sources exceeds a certain threshold value. 

For example, in a cellular mobile communications system such as IS-95, 
the signals from M different mobile stations are received at the base station, 
and each signal transmitted by the respective mobile terminal has experienced 
many traumatic propagation path anomalies such as multipath, shadowing, 
and attenuation before reaching the base station receiver, where additional 
Gaussian thermal noise is added. Thus, if we need to compute the probability 
that the combined waveform exceeds a certain threshold value to obtain a 
performance measure, we need to know the ~ r o b a b i l i t ~  distribution of such a 
combined waveform random variable. If we denote the signal from mobile 
station k by xk, we can express the combination of M such signals as 

n y(t) = xl (t) + x2 (t) + . . . + XM (t) (1.77a) 
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We can obtain all kinds of moments of the RV Y obtained as a sample of y(t) 
as well as the probability measure (cumulative or complementary cumulative 
distribution function) if we know the pdf of Y. 

First, let us assume that we know the pdf of each RV Xi contributing to 
the sum Y, i = 1, 2, . . . , M. Assuming statistical independence of these RVs, 
one can theoretically compute the pdf of Y, py(a), through iterated 
convolutions (see (1.47e)). But the labor that is involved in obtaining py(cu) 
for M > 2 is considerable! Second, suppose that we do not know the 
characteristic of each RV Xi, i = 1, 2, . . . , M ,  but that we only know their 
moments. Yet we need to obtain a complementary CDF such as 

We resort to an approximation technique in computing Fy(yT) in such 
adverse conditions, and this is where the Central Limit Theorem (CLT) [B-301 
helps us out. 

The essence of the CLT is that, for large M ,  we can compute 
Pr{Y > yT) as if the RV Y were a Gaussian RV; that is, as if 

where my and a; are obtained from the expressions 

The CLT does not imply that py(a)  itself approaches the Gaussian pdf, but 
that the integral 

approaches a value that is obtained by the integral of the Gaussian pdf. In 
other words, one should not say that py(a) has the Gaussian shape, but a 
correct result is obtained for the calculation of Fy(yT) if we pretend that 
py (a) has the Gaussian form. 
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More formally stated, let { X i }  be a set of statistically independent, zero- 
mean RVs, each with the same pdf pZi (a) = p,(a) and finite variance = 

a:. Let Z be the sample mean :normalized by its standard deviation:19 

1 -Cxi 
A T -  M .  1 

M 
- a= 1 z=- xi = -C- 

a x  
(1.78a) 

a(:) - JM 
JM 

Then the CLT says that [27] 

Consequently, if Y is a sum of M RVs and the mean and standard deviation 
of Y are my and a,, respectively, then as M becomes large: 

and for any two integration limits a1 and az, 

lim (a)  d a  = l: & e-(ff-")2ibi d a  (1.78d) 
M+CQ a] 

We make use of the CLT in several places in this book, and in particular, 
when we evaluate the Erlang capacity of CDMA systems. 

1.5.7 Chernoff Bounds 

The CLT that we have considered in the previous section is a form of 
approximation in the calculation of certain probability measures and is often 
used in the analysis of communications systems. Another limit theorem that 

l9 We know from (1 .53~)  that if the variances of the { X i )  are all equal, then the 
variance of their sum is Mu:. Therefore, the variance of the sample mean is u : / M .  
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falls within the domain of often-practiced approximation in probability 
theory is a bounding technique known as the Chernof bound (CB) [34,35]. 
The CB has to do with an approximation technique for estimating the first 
moment (statistical average) of a RV that is a sum of M independent RVs, for 
M = 2, 3, . . . , where the sum RV is subjected to a binary decision relative to 
a threshold value, say, zero. 

Consider that we have a RV Y that is a sum of M independent RVs 
{Xi), each with mean = m, and variance 02, = 02, i = 1, 2, . . . , M. 
The form of Y is then 

The specific characterization of the RVs {Xi) depends on the system or 
situation under consideration. For example, Xi could represent a RV that is 
the difference of two squared Gaussian RVs that fits the description of a 
diversity reception of a noncoherent binary communication system [8]. For 
the purpose and the reasoning here, we do not need to specify the actual 
characterization of the random variables at this time. 

We often need to obtain the probability that Y > 0 in the analysis of 
system performance: 

But to calculate this measure, we resort to an approximation or bounding 
technique. The technique is to form a unit step function, Z ,  with Y as the 
variable. That is, 

as shown in Figure 1.66, where U-l(*) denotes the unit step function. Since 
the RV Z = U-l(Y) can take only the two values 0 and 1, if we calculate the 
mean of Z ,  we have 
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Thus, the desired probability (1.79b) equals the ensemble average (expected 
value) of Z ,  and we have 

The difficulty is that there is no easy way of evaluating the right-hand side of 
(1.79e). We therefore resort to the CB. The CB is based on recognizing that 
the unit step function U-l(Y) is overbounded by an exponential function 
eXY, as shown in Figure 1.66, and thus the bound is given by 

Pr Exi > 0 < E  exp XCxi {I } {(:)I 
where X is the bound-tightening parameter, which can be chosen to minimize 
(tighten) the upper bound. The CB is an "exponentially tight" bound [Dl, 
meaning that the bound based on (1.794, when put in the exponential form 
e-6, has an exponent [ that is the largest possible value. 

Figure 1.66 Unit step function for the Chernoff bound derivation. 



110 COMA Systems Engineering Handbook 

Refined Chernoff bound. Jacobs [35] has shown that the right-hand side of 
(1.794 can always be multiplied by one-half without destroying the validity of 
the relationship of the CB. Thus, we may have a refined Chernoff bound 

W B )  as 

Pr Exi > o 5 - E  exp XEX~ I ; {  (.:)I 
where the bound-tightening parameter X has the same meaning as defined 
earlier. The "factor of one-half" therefore shall always be a part of the CB 
expression, and the reader is referred to [35] for the reasoning behind this 
remarkable improvement (refinement) of the original CB. 

Example 1.26 A CB example. Let us consider the RV Y given by 

where Xil and Xi2 are statistically independent, zero-mean Gaussian RVs 
with variances a; and a;, respectively, with a; > a;. That is: 

We wish to calculate Pr{Y > 0). The exact solution is difficult to obtain, 
and so we wish to find a CB. The bound is given by 

To calculate E{exp(XXi)) and E{~X~(XX!~)), where Xil and Xi2 are 
Gaussian RVs, we will invoke a well-known formula [29]. If X is a Gaussian 
RV with mean rn, and variance a:, and w is any complex constant such that 
2 4  Re{w) < 1, then 
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Thus, by using the formula (1.80d), we have for i = 1, 2, . . . , L, 

The CB expression then becomes 

We now need to choose X in such a way that the bound is as tight as possible. 
The value of X that minimizes the right-hand side of (1.800 is the same as the 
value of X that maximizes the denominator inside the brackets, and is 
determined by differentiation as follows: 

By substituting (1.80g) in (1.800, we get for the CB 

using n p = (T+; 
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Example 1.27 A comparison of the CLT and the CB. Suppose we calculate 
Pr{Y > 0) by using the CLT, with Y defined in (1.80a), and compare the 
result with the CB (1.80j). Because 

in order to apply the CLT we need to calculate the mean and variance of Y, 
which is to be looked on as if it is a Gaussian RV, Y = G (my, oi). Now: 

and 

where - 

The fourth moments needed in (1.77~) are found using the Gaussian MGF: 
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Substituting my and ay in the CLT formula (1.78d) yields the following 
expressions involving the Gaussian complementary CDF: 

n using p = at/ui  as in the CB expression (1.76i). A comparison of the CLT 
expression (1.810 with the CB expression (1.76i) is shown in Figure 1.67. 
Since for large L, the CLT gives a very close approximation, we learn from 
Figure 1.57 for the case of L = 20 that the CB, although it is exponentially 
tight, is rather loose compared with the CLT approximation. The main 
advantage of using the CB is the ease of calculation compared with that of the 
CLT, as demonstrated in this example. Both the CB and CLT approach the 
exact probability asymptotically with L. These approximations will be 
compared with the exact probability in Section 1.5.9.2. 

Figure 1.67 Comparison of CB and CLT approximation. 
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1.5.8 The Narrowband Gaussian Random Process 

A random process {x(t)) is called a nawowband random process [31] if its 
spectral density S,(f) is such that the significant region of the spectrum is 
small compared with the center frequency of that region. A narrowband 
spectral density is depicted in Figure 1.68. 

If one observes a sample function x(t) of a narrowband process on an 
oscilloscope, one may see a display like that illustrated in Figure 1.69, which 
has the appearance of a sinusoidal waveform with a slowly varying amplitude, 
whose absolute value is called the envelope, and slowly varying phase. We 
may express the sample function waveform in the form 

where wo = 27rfo is the mean angular center frequency of the spectral band 
and the envelope R(t) and the phase +(t) are slowly varying functions of time. 
The statistical analysis pertaining to narrowband Gaussian random processes 

Figure 1.68 Spectral density of a narrowband random process (W << fol. 

x(t) 

T i m e  

Figure 1.69 Typical time domain observation of a sample function of a narrowband random 
process. 
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is mostly due to the work of Rice [36-381, and our objective here is to 
summarize the major results of his work to the extent needed in the systems 
analysis in this book. The details of Rice's work are treated in many well- 
known books, such as [29-311. 

1.5.8.1 Rayleigh Distributions 

If we expand x(t) given in (1.82a), we obtain 

x(t) = x, (t) coswot - x, (t) sinwot 
where 

x,(t) = R(t) cosq5(t) 

and xs(t) = R(t) sin4(t) 

are called the in-phase and cross-quadrature components of x(t), respectively, or 
sometimes more briefly, the in-phase and quadrature components of the 
Rician decomposition of the process. Hence, we have the identities 

and 

n 
where R(t) 2 0 and 0 5 4(t) 5 27~.  It is known that the RVs x,(t) = X ,  and 

n x,(t) = X,, sampled at the same instant, are statistically independent Gaus- 
sian RVs with 

- - 
xc(t) = x, (t) = 0 (1.8%) 

2 -  2 -  2 -  2  gZc - oZs - 0, - 0 (1.82h) 

and the joint pdf of X, and X, is given by 

We now need to obtain the joint pdf of the envelope and phase RVs 
R(t) and 4(t), respectively, from the joint pdf p,,,,S(,l?, y) given in (1.83a). 
The situation at hand is a case of transformation from the joint RVs 
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[xc(t), x,(t)] to the new joint RVs [R(t), q5(t)], and the objective is to obtain 
PR,4(a, P). The solution is best found using thelacobian of the transformation 
method, and the reader is referred to [29-311 for further background on this 
subject. Here, the method is simply stated, as follows: Assume that a set of 
RVs (XI, X2, ... , XN) with the joint pdf pxIlx *,..., ,(al, a 2 ,  ... , a ~ )  is 
transformed to a new set of RVs (Yl , Y2, . . . , YN). The transformation 
(XI, X2, . . . , XN) + (Yl, Y2, . . . , YN) is reversible in the sense that the 
inverse transformation (K,  Y2, . . . , YN) + (XI,  X2, . . . , XN) also exists. 
That is, the desired transformations are given by 

whereas the inverse transformations are 

Then the desired pdf is given by 

x PX l , . . . , zN(~i  = gi(P1, .. . ,  PN), . . . , a~ = g ~ ( P 1 , .  . . , PN)) 
(1.83d) 

where the Jacobian J is given by 

That is, the Jacobian is a determinant whose elements are the partial deriva- 
tives of "old" RVs with respect to each of the "new" RVs. 

In the present case, the transformation (X1,X2, ... ,XN)  4 

(Yl, Y2,. . . , YN) pertains to the transformation of (X,, X,) into R = R(t) 
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and <P = 4 ( t )  according to (1.82e) and (1.820, with the reverse transformation 
being given by (1.82~) and (1.82d). The Jacobian is therefore given by 

ax, ax, 
cos<P sin@ 

- R sin!@ R cos@ 
8 d@ 

It follows that the joint pdf of R and <P is 

The pdf of R, pR(a), can be obtained by integrating over the values of <P 
from 0 to 27r, and hence the marginal pdf is found to be 

This is the Rayleigh pdf and is plotted in Figure 1.70. If we integrate the 

Figure 1.70 The Rayleigh pdf. 
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joint pdf in (1.84a) over the RV R from 0 to oo, we obtain 

which means that @ is a uniformly distributed random phase that is independ- 
ent of the envelope RV, R, so that 

We have just seen that the envelope of a narrowband Gaussian noise process 
is Rayleigh distributed. The Rayleigh distribution is an important topic in 
the discussion of communication, radar, and, in particular, mobile cellular 
communications channels. 

1.5.8.2 Rayleigh Fading 

Consider the situation depicted in Figure 1.71, where a transmitter emits a 
clean sinusoidal wave of the form A coswot, where A and wo are the constant 
amplitude and angular frequency, respectively. Out of the scattering channel 
one obtains a waveform x ( t ) ,  which is composed of in-phase and quadrature 
components that are the sums of many delayed replicas of the transmitted 
waveform. That is: 

scattering or multipath n 

Figure 1.71 Scattering or rnultipath channel. 
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= C [Ai cos wot - Bi sin wot] 

= x, (t) cos wot - x,(t) sin wot 
where 

The idea is that the time-varying nature of the scattering channel (multipath 
channel) makes the sums C Ai and C Bi be time-varying amplitudes for the 

i i 

in-phase and quadrature components of the received waveform when there is 
relative movement between the transmitter and the receiver. The waveform 
x(t) is clearly a sample function of a random process {x(t)), and further, if 
we invoke the CLT, we can regard x,(t) and x,(t) as if they are Gaussian 
RVs. If x(t) of (1.85a) is expressed in terms of the envelope and phase, we 
have 

Thus, we have the same expression for a narrowband Gaussian random 
process as for the sample function out of the scattering or multipath channel 
when the input (the transmitted signal) is a clean sinusoidal waveform. It 
follows that the sum of multipath waveforms, such as experienced in the 
mobile communications channel, has an envelope with a Rayleigh distribu- 
tion. Fading channel characteristics are discussed in detail in Chapter 2, 
which deals with mobile radio propagation considerations. The root mean 
square value of the Rayleigh envelope is 

and when the signal envelope R falls below the rms envelope value RTm,, we 
say that the signal is experiencing a "fade." This is the reason that the so- 
called "Rayleigh fadingy' channel is usually assumed in models of multipath 
mobile communications channels. What should be noted here is that the 
Rayleigh distribution of the amplitude RV is due not only to the presence of 
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narrowband Gaussian noise, such as receiver-generated thermal noise, but also 
to the composite waveform of the scattered or multipath signals. 

1.5.8.3 Sinewave Plus Narrowband Gaussian Random Process 

We now determine the pdfs of the envelope and phase of the sum of a 
sinewave process and a narrowband Gaussian random process. The sinewave 
process is given by 

{A cos(wo t + 8)) (1.86a) 

where A and wo are constant amplitude and constant angular frequency, 
respectively, and 8 is a phase random variable uniformly distributed over the 
interval (0, 27r). A typical sample function z(t) of a sinewave plus narrow- 
band Gaussian random process {x(t)) is given by 

where the sample function x(t) is given by (1.82b). 
Expanding the right-hand side of (1.86b) and substituting (1.82b) for 

x(t), we have 

z(t) = z,(t) coswot - z,(t) sinwot (1.87a) 
where 

n z, (t) = A cos8 + x, (t) (1.87b) 

n z, (t) = A sin 8 + x, (t) (1.87~) 

If we express z(t) in terms of an envelope and phase, we have 

z(t) = R(t) cos[wot + #(t)] (1.87d) 
where 

n 
R(t) = &(t) + g ( t )  , R(t) 2 0 (1.87e) 

and 

From the identities of (1.87d) and (1.87a), it is clear that 
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zc (t) = R(t) cos 4(t)  

Z, (t) = R(t) sin $(t) 

which are in the same form as (1.82~) and (1.82d). Our objective is to obtain 
the joint pdf of R(t) and 4(t)  from the knowledge of the joint pdf of zc(t) 
and z,(t), given a phase value 8 of the sinewave sample function. 

Now, because x,(t) = G(0, a') and x,(t) = G(0, a2) are independent 
Gaussian RVs, zc(t) and z,(t) are also independent Gaussian RVs, given the 
phase 8. That is: 

Thus, the joint pdf of zc(t) and z,(t), given 8, is 

1 (a - A cosy)' + (p  - ~ s i n y ) ~  
PG,G(% 6' I 9 = 7) = exp (1.88~) 202 

The joint pdf of R(t) and 4(t)  can now be determined by the Jacobian meth- 
od used in the previous subsection. From (1.87g) and (1.87h), the Jacobian of 
the transformation is 

and therefore we have 

- a 
- 

(a  cosp - A cosy)' + ( a  sinp - A siny12 
- eXP {- 
2.rra2 2a2 

Integrating over the phase 4, we have 
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The integral over the phase 4 is given by [38] 

where Io(x) is the modified Bessel function of order zero [20] given by 

The function Io(x) is shown plotted in Figure 1.72. The conditional pdf of 
the envelope R given that the sinewave phase is 0 = y is independent of the 
phase. Thus, the pdf of the envelope of a sinewave plus a narrowband 
Gaussian random noise process is given by 

I 0, otherwise 

This pdf is known as the Rician pdf, and its application in the field of radar 
and communications is considerable. We shall discuss this pdf a bit more: let 
us define a normalized envelope r = Wa and a normalized sinewave ampli- 
tude a = A/a. The Rician pdf is then expressed as 

a e-(ff2+a2)/2 10 (aa)  , a > o PA") = {o ,  otherwise 

which is plotted in Figure 1.73 for different values of a. Note that a2/2 = 
A2/2a2 = SNR. It should be observed that as A -+ 0, the Rician pdf 
approaches the Rayleigh pdf, as expected. 
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Figure 1.72 Modified Bessel function and approximation for it. 

F A 
a = 0 (Rayleigh) 

a2/2 = S N R  

Figure 1.73 Rician pdf for different values of a = d m .  
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If we compute the probability that the normalized Rician envelope exceeds a 
value p,  we have 

This integral is called Marctrm's Q-function [39], and it is the detection prob- 
ability in typical radar applications. Marcum's Q-function is also the comple- 
mentary CDF for a Rician RV: 

This two-argument function is not to be confused with the single-argument 
Gaussian CCDF Q (a) ,  which we defined previously in (1.49e). 

Let us now return to (1.88d), which is the conditional joint pdf of the 
envelope R and phase 4, given the value of the sinewave phase, 6. From this 
joint pdf, we can obtain the conditional pdf of the phase 4, given 6, by 
integrating out the envelope variable. This integration proceeds as follows: 

(1.91a) 
By completing the square in the exponent, we obtain 

If we make a change of variable: 

we obtain 
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After recognizing that Q(-A) = 1 - Q(A) and using the normalized arnpli- 
tude a = A/a, we have the result 

The pdf (1.91e) is plotted in Figure 1.74 with a as a parameter and with the 
case 0 = n radians selected for convenience. Note that as a -+ 0 (no signal 
present), the pdf pm(B I 6 = 7)  becomes the uniform distribution's pdf ( = 
1/2n) as expected. 

It is worth mentioning that when a sinewave signal term (specular com- 
ponent) is received in the presence of a Rayleigh component, the channel 

Figure 1.74 The pdf of the phase of a sinewave plus narrowband Gaussian noise. 
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inducing such a case is referred to as a Rician channel. An example situation 
is that of a satellite emitting a sinewave signal that is received along with 
multipath components by a terrestrial receiver. 

Approximation to Marcum's Q-function. The probability integral (1.90a) 
has extensive application in radar and communications systems analysis, and 
it has been tabulated because it is difficult to compute accurately for the 
interesting cases of p >> a and small values of the probability. But the table is 
not widely available. Therefore, it is useful to have an easily computed yet 
close approximation to Marcum's Q-function. It can be shown that this 
function is the CCDF for a noncentral chi-squared RV (to be discussed in 
Section 1.5.9), and can be approximated by [40] 

and 
Q(a,  P )  = Q ( P  - a )  for a >> I, P >> 1 (1.92b) 

This compact, closed-form approximation to Marcum's Q-function is effec- 
tively used in obtaining a very simple expression for the probability of error 
for a 7r/4 DQPSK modulation system in [41]. 

1.5.8.4 Modeling and Simulation of Bandpass Noise 

We have seen that samples of white noise, no matter how close together in 
time, are uncorrelated. This correlation property is directly related to the fact 
that white noise has a flat spectrum. Although, strictly speaking, white noise 
does not exist in nature, it is a useful concept for modeling communications 
systems. In this section, we consider the correlation properties of bandlimited 
white noise; that is, white noise with spectral level 7 that has been filtered by 
an ideal bandpass filter, so that its spectrum is confined to the band of 
frequencies that is B Hz wide about some center frequency, f f,. Then we 
discuss the properties of white noise bandlimited by practical filter types, and 
show how such noise may be simulated. 

The bandlimited white noise spectrum is given by 

77, f E ( fc f  ;B)andf E (-f,f ;B) 
0, otherwise 

(1.93a) 
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The autocorrelation function is the inverse Fourier transform of the spectral 
density function: 

R,(T) = L d 2 1 f ' ~ x ( f )  d f = 2 cos(2n f T) S,(f) d f ,  S,(f) even Jdm 

It is customary when dealing with bandpass signals and noise to use the 
notation q = ;No for the "two-sided" noise spectral density level. With this 
notation, the autocorrelation function is 

as illustrated in Figure 1.75. The noise power is a2 = R,(O) = NoB = 2qB. 
By contrast, when dealing with a lowpass waveform contained in the interval 
I f  ( B/2, (1.93b) becomes 

Figure 1.75 Autocorrelation function for bandlimited white noise. 
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Thus, the spectral density for l oqass  bandlimited white noise is 7 = No in 
the passband. 

The form of the autocorrelation function suggests that the bandlimited 
white noise can be modeled as baseband noise modulating the carrier f,. 
Indeed, the Rician decomposition of the bandlimited noise waveform x(t) is 
given by (1.109b) with wc = 27r f c  replacing wo in that expression: 

where x, ( t )  and x, ( t )  are independent baseband (lowpass) noise quadrature 
terms. It is instructive to calculate the autocorrelation function of the Ricean 
decomposition form of the bandlimited white noise, and compare the result 
with the autocorrelation function already found. Let xc ( t )  and x,(t)  be 
independent noise processes, each with the spectrum So( f )  = No, I f  1 5 B/2. 
Thus the autocorrelation functions of xc( t )  and x,(t) are the same: 

The autocorrelation function of the Rician decomposition form of x ( t )  is 

This calculation of the autocorrelation function for bandlimited white noise 
confirms the accuracy of modeling the spectral density functions of z,(t)  and 
x,(t) by the rectangular spectrum S o ( f ) .  Note that the noise powers in the 
baseband noise waveforms are Rzc (0) = Rz8 (0) = No B W ;  this is the same 
amount of power as in the Rician decomposition, x(t), because 
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As discussed in Section 1.3, to represent the bandlimited white noise 
process x(t) by samples, it is sufficient to take samples of xc(t) and xs(t) at 
the Nyquist rate of B pairs of samples per second. The correlation between 
samples of either of these waveforms is 

Rxc(kTs) = NoB sinc(B . kTs) = NoB sinc(k) = 0, for Ts = 1/B (1.95e) 

That is, the samples of the two baseband noise waveforms taken at the 
Nyquist rate are uncorrelated. The joint pdf of N pairs of samples {xci, xsi) 
of the in-phase and quadrature components of z( t )  therefore is 

Bandpass (colored) Gaussian noise models. In practice, the receiver filter in 
a communications system is not ideal in the sense of having a transfer 
function that is flat across the passband, with the result that the received noise 
spectrum is no longer "white" (flat) in the passband, but it is "colored," as 
illustrated in Figure 1.76, in which one definition of bandwidth is used-the 
"3-dB bandwidth" Bg . After considering several bandpass filter characteristics 
and their corresponding autocorrelation functions, we consider the effect of 
filter shape on the correlations between noise samples. 

The impulse response h(t) of a bandpass filter that is symmetric about 
its center frequency f, can be modeled by the expression 

h(t) = {~,ho( t )cos(2~fc t ) ,  otherwise t Z 0 

where ho(t) is an equivalent baseband filter impulse response. The Fourier 
transform of h(t) is 
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Figure 1.76 Spectrum of colored bandpass noise. 

H(f) = Srne-jaft . 2  ho(t) cos (2s fct) dt 
0 

When the input to the filter is white noise, the noise spectrum at the output 
of the bandpass filter is 

The total received noise power is 

The 3-dB bandwidth of the filter, denoted B3,  is found from the equation 
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The noise bandwidth or equivalent rectangular bandwidth of the bandpass 
filter, denoted BN , is defined as 

Selection of filter models. For analysis purposes, it is often convenient to 
assume that the filters are "ideal" (rectangular) filters, which do not distort the 
signal waveform. When the bandwidth of the ideal filter is matched to the 
noise bandwidth of the actual filter, nearly the same systems analysis results 
are obtained. When it is desired to model specifically the effects of filtering 
on the signal, it is convenient for analysis to assume a "realistic" filter shape 
that is mathematically tractable, such as the Gaussian-shaped filter. 

For simulation purposes, the filter model does not have to be mathe- 
matically tractable. A class of filters such as the Butterworth filters is some- 
times convenient for simulation because the shape of the filter is easily modi- 
fied by changing a single parameter. Table 1.5 gives the transfer function, 3- 
dB bandwidth, and noise bandwidth for several well-known filter types. 

Analysis of autocorrelation for Butterworth baseband filters. The Butter- 
worth family of filters is preferred in many analog applications because its 
characteristic approaches that for an ideal bandpass filter, one that does not 
change the spectral characteristics of the signal, as illustrated in Figure 1.77. 
Next we calculate the baseband autocorrelation function R,(T) for the Butter- 
worth family of filters. 

It can shown that the baseband autocorrelation function for bandpass 
noise whose spectrum has been shaped by a Butterworth filter is 

Table 1.5 Example bandpass filter parameters 

Equivalent 
lowpass filter type IHo(f) 1' 

, 
1 

Butterworth (K-pole) 
1 + (f 1 ~ ) ~ ~  

(maximally flat 
lim + ideal BPF) 

K + c o  

("realisticn BPF) 



Figure 1.77 Normalized transfer function for Butterworth filters. 

The autocorrelation function R,(T) in (1.100) is plotted in Figure 1.78 for 
K = 1,2, and 3, corresponding respectively to 2, 4, and 6 poles. Recall that 
samples of the baseband noise terms x, and x, are uncorrelated when the 
bandpass filter is ideal (flat) and the samples are taken at the rate 1/B = 
l /BN .  In general, for other filters, there is some correlation between samples. 
As the number of poles, 2K, becomes large, the Butterworth filter becomes 
the ideal bandpass filter. We see from Figure 1.78 that for as few as 2K = 6 
poles, the baseband autocorrelation function is very close to ideal, and the 
correlations between samples at the rate l /BN can be ignored. 



Introduction and Review of Systems Analysis Basics 1 R R  

> I , ,  I , , ,  

oles = 2K 

I ( I , ,  

Figure 1.78 Baseband autocorrelation function for bandpass noise wi th  spectrum shaped by 
K t h  order Butterworth filter. 

Analysis of autocorrelation for Gaussian-shaped baseband filters. The 
Gaussian-shaped baseband filter may be used to represent the class of 
"realistic" filters with nonflat passbands. For digital communications, the best 
receiver filter is not necessarily flat in the passband, but instead has a 
frequency transfer characteristic matching the spectrum of the signal. The 
baseband autocorrelation function for bandpass noise whose spectrum has 
been shaped by a Gaussian-shaped filter is 

a& x Gaussian pdf, with a = B N / &  
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Figure 1.79 shows the baseband autocorrelation function &(T) for bandpass 
noise whose spectrum is shaped by a Gaussian-shaped filter. Although %(T) 
is nonzero for all values of T, we observe from (1.101) and from the figure 
that the correlation value for the sampling interval T = l/BN is Rc(l/BN) = 
e-" = 0.0432. If samples of the baseband noise waveforms x, and x, are 
taken at the Nyquist rate l /BN,  the samples are only slightly correlated. To  
a close approximation they may be assumed to be uncorrelated. 

Computer generation of noise samples. We have shown how a bandpass 
Gaussian noise waveform x(t) can be modeled in terms of independent 
quadrature baseband noise waveforms, x,(t) and x,(t). Now we will show 
how samples of the noise quadrature waveforms may be simulated by 
generating them on a computer. 

Let the samples of the baseband noise waveforms with the specified 
correlation properties be denoted {x,,) and {x,,). Just as x,(t) and x,(t) 
can be considered to be the results of filtering white noise, the samples of 
these noise waveforms can be considered to be the results of filtering inde- 
pendent noise samples {&,) and {t,,), respectively, using a discrete filter, 
such as a FIR discrete filter. To generate samples of both quadrature noise 
components, conceptually two Gaussian random number generators and two 
FIRs are needed. The "whiteness" of the input noise is simulated by the fact 
that (in non-real time) samples of the input noise are independent, no matter 
how frequently the numbers are generated. The FIRs (actually a subprogram 

Figure 1.79 Baseband autocorrelation function for bandpass noise with spectrum shaped by 
Gaussian-shaped filter. 
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that simulates them) can be discrete-time approximations to the desired filter 
impulse response, with a finite number of points, say NFIR points. 

Most programming languages provide a uniform random number gen- 
erator, a function that returns a pseudorandomly selected real number 
between 0 and 1. Let a uniform random variable be denoted U. Two inde- 
pendent zero-mean Gaussian random variables with variance a2 may be 
generated from two independent uniform random variables Ul and U2 in the 
following manner: 

1. Take the natural logarithm of one of the uniform variables (yielding a 
negative number), multiply the result by -2a2, and then take the 
square root. As we will show, these operations give an "envelope" 
random variable, R = J-; that is, Rayleigh distributed. 

2. Multiply the other uniform variable by 27r. This gives a "phase" 
variable, 19 = 27rU2; that is, uniformly distributed between 0 and 27r 
radians. 

3. Obtain the two independent Gaussian random variables as x, = R 
cost) and x, = R sin 8 .  

This process is diagrammed in Figure 1.80. The mathematical justification for 
this procedure can be stated as follows: Let Ul and U2 be two independent 
uniform RVs. Their joint pdf is a constant: 

Independent 
uniform . { u I ~ )  

random # 
generator 

Figure 1.80 Diagram of the generation of two independent Gaussian random variables from 
two independent uniform random variables. 
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Noting that lnUl 5 0 because Ul 5 1, we define the transformation 

for which the Jacobian is J = (R e-R2/"2)/27ra2. The joint pdf of R and 8 is 
found as 

I 07 otherwise 

the product of the pdfs of two RVs, a Rayleigh RV with power a2 and 27r 
times a uniform RV. 

Now we define another transformation of variables as 

xc = r cos d ,  x, = r sin6 
or (1.1 O2d) 

r = J m ,  6 = tan-l (x,/xc) 

for which the Jacobian is J = l/Jm. This Jacobian is used to write 

which is the joint pdf of two independent Gaussian random variables 
(xc , x,), each with zero mean and variance a2. Thus, we have shown that 
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the two independent Gaussian random variables representing quadrature 
noise samples can be generated on a computer in the manner presented above. 

Using a2 = 1 in the method described above to generate independent 
noise samples, the typical white noise waveform shown in Figure 1.81 was 
generated as the samples {x, = x(nT,) = x(nTd/4)), where l /Ts is the sam- 
pling rate. The sampling rate was chosen to be four times the data symbol 
rate l/Td = B to be considered below. Because the variance is unity, the 
amplitudes in Figure 1.8 1 rarely exceed f 20 = I-t 2. 

A total of N = 512 samples are displayed in Figure 1.81. The discrete 
Fourier transform20 for this data is the set of coefficients {Sxk), k = 
O , l ,  ..., N - 1 given by 

The power spectrum corresponding to (1.103a) may be written 

t /Td=  t/4Ts 

Figure 1.81 Simulated white noise waveform. 

Here we use the normalization 1/ f i  for the DFT. In other applications, the 
normalization 1 / N  is sometimes used. 



138 COMA Systems Enaineerina Handbook 

which, because the zero-mean RVs xn and x, are independent for n # m, has 
the average value 

Note that the average power is not a function of frequency, so that (1.103~) 
has the interpretation of the (lowpass) white noise power spectral density 
level No = u2 = 1 .  The power spectrum for the example data of Figure 1.81 
is shown in Figure 1.82, and its average agrees well with the prediction of 
u2 = 1 given by (1.103~). Note that the frequency range in Figure 1.82 is 
i N A  f = 2/Ts = 2B, the factor of !j being due to the fact that only half the 
spectrum is displayed: the transform is even about f = 0, and it is sufficient 
to plot the power for positive frequencies only. 

The departure of Figure 1.82 from the theoretical constant spectrum is 
due to two factors. First, the finiteness of the sample causes the randomness 
of the spectrum to be significant; it can be shown that the variance of the 
power spectrum Pzk is proportional to 1 / N .  Second, the random number 
generators of Ul and U2 do not produce either perfectly uniform or perfectly 
independent samples. 

Example 1.28 Filtering to obtain lowpass noise from white noise using the IS- 
95 FIR filter. The simulated white noise samples displayed in Figure 1.81 
were passed through a 48-tap FIR lowpass filter to obtain samples of a base- 
band, bandlimited white Gaussian noise waveform. Thus, the output noise 
samples {y,)are related to the input noise samples {xn)by 

Figure 1.82 Power spectrum for example noise simulation. 
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where the {hn) are the filter coefficients given above in Table 1.3 for the 
pulse-shaping filter employed in the IS-95 digital cellular system to control the 
bandwidth of the transmissions. For that filter, the variance of the output 
noise samples theoretically is, because the variance of a sum of independent 
RVs is the sum of their variances: 

yielding the value of a, = 1.98500. After the filtering, the noise waveform 
has the appearance shown in Figure 1.83. This filter output noise waveform 
y(t) clearly has a lower bandwidth than the filter input noise waveform x(t), 
and has a larger dispersion than the input, because a, x 20. The power 
spectrum of this sample output is shown in Figure 1.84. 

Figure 1.83 Noise samples a t  the output of the IS-95 FIR filter when the input samples are 
simulated independent (white noise) samples. 
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Figure 1.84 Power spectrum of noise at the I S 9 5  FIR filter output when the input samples are 
simulated white noise samples. 

Figure 1.84 is consistent with the theoretical value of a; z 4 when we 
recall that the power in y(t) is mainly contained in the passband, 
f E (-B/2, B/2). The average spectral level in the passband is therefore 
approximately equal to al/B = 411 = 4 according to the scale chosen for 
this numerical example. Except for a constant factor, ideally the shape of the 
spectrum of y(t) when the input x(t) is white noise should be that of the IS- 
95 filter that was plotted in Figure 1.51. Although the example spectrum in 
Figure 1.84 does feature a sharp cutoff that resembles the transition from 
passband to stopband in Figure 1.51, the sidebands in the spectrum of the 
numerical example are somewhat larger than the theoretical and are not flat as 
expected. These departures from the theoretical can be attributed to the 
sample size and the imperfection of the random number generators. 
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1.5.9 Chi-Squared Distributions 

In the analysis of communications systems, such as performance measure 
calculations for certain signal reception schemes, we often encounter a situa- 
tion where the incoming signal plus noise or noise-only waveforms are 
squared (a square-law transformation) and then subjected to further signal- 
processing schemes, such as being compared with a predetermined threshold 
value for a detection decision. In digital communications systems, we employ 
a sampling technique for these signal-processing schemes. 

As we discussed in regard to the sampling theorems, when we sample at 
the Nyquist rate, the samples are statistically independent. When we sample a 
Gaussian random process, bandlimited to the (- W, W), we obtain 2WT 
statistically independent samples over a time interval (0, T) if the samples are 
taken at the Nyquist sampling rate of 2W samples per second. 

Now, if the signal-processing scheme requires that one takes N = 2WT 
samples of the Gaussian random process in the time interval of T seconds and 
then pass each of the N samples through a square-law transformation device 
prior to summing the N samples, we have a sum of N squared Gaussian RVs. 
This is the kind of decision variable that is used in many signal-processing 
schemes in the communications and radar fields. When an RV (decision 
variable) is formed as the sum of N squared statistically independent, 
identically distributed Gaussian RVs, we call that RV a chi-squared ( x ~ )  RV. 
As is made clear in what follows, we also categorize the sum as either a central 
chi-squared R V  or a noncentral chi-squared RV, depending on whether the 
Gaussian RVs are zero-mean or nonzero-mean, respectively. 

1.5.9.1 Central Chi-Squared Distribution 

Let XI ,  X2, . . . , XN be statistically independent Gaussian RVs with zero 
means and unit variances; that is, Xi = G(0, 1) for i = 1 , 2 ,  . . . , N. The sum 
Y of the squares of these RVs: 
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is called a centra121 chi-squared (x2) distributed RV with N degrees of 
freedom [42]. We wish to derive the pdf for the chi-squared RV Y by first 
obtaining its characteristic function: 

The idea that we wish to exploit here in deriving the pdf of Y is to first 

obtain the characteristic function Cx$jv) m, which is the Fourier 
transform of the ~ d f  of the RV X:, which was obtained in (1.50~) to be 

\ 0, otherwise 

It can be shown that 

- - 1 

(1 - j2v)'l2 
N 

Thus the CHF of Y = CX:, expressed in (1.105b), is given by 
i=l 

The required pdf of Y is then obtained by the inverse Fourier transform of 
(1.lO5e), and the result is given by [42,43] 

1 a(N-2)/2 e-"/2, (y 2 0 

py (a)  = p,z (a;  N )  (1.1059 
otherwise 

21 The term central indicates that each Gaussian RV has zero mean. The nonzero- 
mean Gaussian case will be termed noncentral. 
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where r(x) is the Gamma function. This is the pdf for the x2 (chi-squared) 
distributed RV Y with N degrees of freedom. 

Scaled central chi-squared RV. Consider an RV Z defined by 

where the {Y,) are statistically independent, zero-mean Gaussian RVs: Y, = 
G(0, a 2 )  for i = 1,2, . . . , N. The pdf of Z can easily be obtained as follows: 
First we note that Z = a2(Xt + Xi + . + Xi) = a2Y when we compare 
(1.105a) with (1.106a). That is, Z is a scaled chi-squared RV with N degrees of 
freedom, as opposed to a standard chi-squared RV, which is defined as the 
sum of squares of zero-mean, unit-variance Gaussian RVs. Now 

= Fy(a /a2)  
Thus 

so that 
f 

b y  otherwise 

Note that we summed N squared Gaussian RVs, each with identical variances 
a2. The pdf (1.106~) is also known as that of the gamma distribution, which 
necessarily implies that each RV in the sum has identical variance. If we 
consider the case of N = 2, (1.106~) becomes 

which is the pdf of the exponentially distributed RV, and we obtained this 
pdf in (1.50e) by considering a square-law transformation of a Gaussian RV. 
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The central x2 distributed RV with N degrees of freedom pertains to a 
situation where N independent samples of a zero-mean Gaussian random 
process (or sample function) are passed through a square-law device (trans- 
formation) and then summed, as suggested in Figure 1.85. 

1.5.9.2 Noncentral Chi-Squared Distribution 

Consider an RV U defined by 

where the {Zi) are statistically independent, nonzero-mean, unit-variance 
Gaussian RVs: Zi = G(mi, 1). The RV U is called a noncentral chi-squared 
RV with N degrees of freedom. Our objective is to obtain the pdf of U .  To 
this end, let us first consider the RV Zi = mi + Xi) where Xi = G(O, 1). 
The pdf of this RV is of course 

1 2 
pz,(a) = - exp{- a ( a  - mi) ) 
6 

From this pdf we can easily obtain the pdf of Z: = (mi + by recog- 
nizing that 

FZ; (a) = Pr{Z: I a} = F,, (G) - F, (- &') 

Carrying out the indicated squaring operations in the exponents in (1.107~) 
and recognizing that ex + eM2 = 2coshx, we obtain 

Narrowband 
filter transformation Decision 

Gaussian variable 
process N independent samples 

Figure 1.85 Generation of x2 distributed RV. 



Introduction and Review of Systems Analysis Basics 145 

1 
p,: (or) = - e-("+m:)/2 cosh (mi & ) 6 

By taking the Fourier transform of (1.107d), we obtain the characteristic 
function [42] 

C,: (jv) = SP_p,; ( a )  elv" d a  = c o s h ( m i 6 )  dor 

The characteristic function for U is therefore given by 

where 

is defined as the noncentralitypararneter. The pdf of U is found as the inverse 
Fourier transform of C, (jv) [42]: 

otherwise 

(1.1 O7g) 

where is the modified Bessel function of the first kind and order 

!f - 1. Note that we have derived the pdf of a noncentral chi-squared RV 
with N degrees of freedom by considering the independent Gaussian RVs to 
be of unit variance (a2 = 1). 



146 CDMA Systems Engineering Handbook 

Scaled noncentral chi-squared RV. Consider an RV V defined by 

where the {V,) are statistically independent Gaussian RVs with V, = 
G(Ai, a2)  =Ai +Y,  for i = 1,2 ,..., N and where Y,  = G(0, a2). Let us 

1 

note that the RVs {V,)  are not unit-variance Gaussian RVs, and therefore we 
need to normalize them to conform with the definition of a noncentral chi- 
squared RV. First we note that V = a2(Z; + 2; + . . . + 2;) when we 
compare (1. m a )  with (l.Wa). That is, V is a scaled noncentral chi-squared 
RV with N degrees of freedom, as opposed to a standard noncentral chi- 
squared RV, which is defined as the sum of squares of nonzero mean, unit- 
variance Gaussian RVs. 

n where mi = Ai/a, since Xi = Y,/a = G(0, 1). Now 

Thus 

so that 

I01 

where the noncentrality parameter is given by 

otherwise 

(1. lO8e) 

Notation for chi-squared RVs. It is often convenient to use the notation 
X2(N; A) to refer to a noncentral chi-squared RV with N degrees of freedom 
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and noncentrality parameter A. A central chi-squared RV can be written 
x2 (N;  0) E x2(N). Using this notation, a scaled noncentral chi-squared RV 
can be denoted as a2X2(N; A) and a scaled central chi-squared RV as 
o 2 x 2 ( ~ ) ,  where c2 denotes the variance of the Gaussian RVs. 

Example 1.29 Let us revisit (1.80a), considered in Example 1.26, where the i R v  y was given by 

and where Xil and Xi2 are statistically independent, zero-mean Gaussian RVs 
with variances a; and a;, respectively, with a: > a:. In the examples of 
(1.80a) and (1.81a), Pr{Y > 0) was computed by using the CB and the CLT, 
which are both approximation methods. In this example, we compute the 
probability exactly using the pdfs of the scaled central chi-square RVs with L 
degrees of freedom, X1 and X2, given by the sums 

L L 

XI 4 and X2 42 

The pdfs p,, (a) and p,, ( a )  for these RVs are given by 

( 0 ,  otherwise 

In computing the probability measure Pr{Y > O), our inclination is first to 
obtain the pdf of the RV Y and then to integrate it over the interval (0, 00). 

To this end, one can obtain the pdf of Y = XI - X2 by using the conditional 
pdf method, and the result can be shown to be the evaluation of the integrals 
indicated below: 
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The calculations required to execute the integrals in (1.109d) analytically are 
no mean task when the pdfs, px,(u), i = 1 ,2  from (1.109c), are used. The 
reader may try and find out for himself or herself how laborious it is to 
accomplish the required result. The ultimate objective is to obtain the prob- 
ability measure 

which may still present some difficulty, depending on the form of the pdf 
py (a). Instead, we resort to another approach to calculate the required prob- 
ability measure. We obtain the result without the use of the pdf of Y by 
noting that 

Pr{Y > 0) = Pr{X1 > X2) = Pr{ufX:(L) > o;x;(L)) 

where XI and X2 are scaled central chi-squared RVs with L degrees of 
freedom as defined in (1.109b), and x:(L) and x;(L) are standard chi-squared 
RVs with L degrees of freedom. Note that we have standardized the chi- 
squared RVs XI  and X2 by normalizing as follows: 

( L )  4 X u  and X;(L) 4 X 2 / 4  (l.llOb) 

The final result for (1.110a) is derived in Appendix ID and is given by 

,ULl2 r ( L )  l , ~ + ) ,  Lodd 

Pr{Y > 0) = (1 + ~ ) ~ r ( $ ) r ( $  + I) 1 + ~  
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n where z F ~  ( 0 )  is the gaussian hypergeometric function and p = u;/ci as defined 
earlier in (1.80j). 

One of the reasons for including this particular example is to calculate 
the exact probability measure Pr{Y > O)as a function of p with L as a para- 
meter and to compare the results with the approximations we made for this 
measure using the Chernoff bound and the CLT. In Figure 1.67, these 
approximations were compared with each other, and in Figures 1.86 and 1.87 
they are compared with the exact probability. 

The comparisons shown in Figures 1.86 and 1.87 reveal that, in this 
case, the CLT approximation is generally a better approximation than the 
CB, and becomes a closer approximation as L increases. Thus, we demon- 
strated the usefulness of the CLT to obtain an estimate of the probability 
without the labor of finding the exact probability. The CB is shown to be an 
upper bound, while the CLT result is neither an upper nor a lower bound, 
and the CB provides a closer approximation for small values of the 
probability and small values of p,  for which a1 << a:! in this particular 
example. 

Figure 1.86 Comparison of exact and approximate probabilities. 
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Exact 

Figure 1.87 Details of comparison in Figure 1.86. 

1.5.1 0 Lognormal Distributions 

The mathematical definition of a lognormal RV Y is given by Y = ex, in 
which X is a Gaussian RV, X = G(m, a2). In fact, when a Gaussian RV is 
the exponent of any constant, such as "e," the resulting RV is said to be a 
lognormal RV. If one takes the logarithm of both sides of Y = ex to obtain 
1nY = X, the result is a Gaussian RV. Why do we consider the lognormal 
distribution, anyway? There are very important reasons, which we briefly 
describe and then discuss the statistical properties of lognormal RVs. 

As we stated earlier in this chapter, Gaussian noise is ever present in any 
communications receiver. In some situations, such as at VLF and LF carrier 
frequencies, atmospheric noise external to the receiver must also be taken into 
account, which has a lognormal envelope distribution [44-481. In cellular and 
PCS mobile communications systems using the VHF and UHF bands, 
atmospheric noise is not significant, but there is another reason to consider 
the lognormal distribution. 

In Chapter 2, Mobile Radio Propagation Considerations, one of the serni- 
empirical computer propagation models discussed, known as the Longley-Rice 
model, characterizes the propagation loss measured at the receiver in 
logarithmic (dB) units as a Gaussian RV: 
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L(dB) = Lo(dB) + ac(dB) x G(0 , l )  = G(Lo, a:) (dB) (1.llla) 

where Lo(dB) is the median value of the distribution of the propagation loss 
and ac(dB) is its standard deviation, which can vary over the range of 8 to 10 
dB. This empirical model continues to be supported as reality in such real 
channels as the mobile wireless channel. Because L(dB) = Lo(dB) + 
o,(clB) x G(0,l) and can be written L(dB) - Lo(dB) + ac(dB) x X,  where X 
is a zero-mean, unit-variance normal RV, then in absolute numbers, the loss is 
the RV La, where 

La = l()L(dB)/lO = 10[Lo(~)+.c~~)XIIlO 

n n where V = 1 0 ~ ~ ~ ~ ' ~  is a lognormal RV and Lo, = 10~0(~) / lO.  The propa- 
gation loss is thus understood to be a lognormal RV. The variation in La is 
due to many factors, including the presence or absence of obstacles in the line 
of sight that can "shadow" the receiver. The term "shadowing" refers to the 
fact that a hill or other obstruction can block the radio signal, much like it 
does the light from the sun, as depicted in Figure 1.88. The effect of 
shadowing on link reliability is discussed in Chapter 10. 

The zero-mean, unit-variance Gaussian random variable X can vary be- 
tween -oo and +oo; however, over 99% of its variation is within the range 
-3 < X < 3. Thus over 99% of the variation in the propagation loss is 
within f 3 a,(dB), or 

-3ac + Lo < L < Lo + 3ac with probability > 0.99 (1.11 lc) 

Transmitter Hill 

' receiver location 

Figure 1.88 Lognormal shadow zone. 
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1.5.1 0.1 Probability Density Function of a Lognormal RV 

The pdf of the zero-mean, unit-variance RV X has the function form 

and the median value of X is x, = 0. Let us define the lognormal variable V: 

where 

Then the cumulative distribution function for V is 

I 0, otherwise 

The lognormal pdf is shown plotted in Figure 1.89. 
The median of V is v, = 10xm = 10' = 1 for any value of a, and its 

mode (most likely value) is found from differentiation of the pdf to be e-~z. 
The graph in Figure 1.89 shows the lognormal pdf for different values of a, ; 
note that the median, for which 50•‹/o of the area under the pdf lies to the right 
and to the left, is always equal to 1, regardless of the value of a, . Because V 
has a median value of 1, the median of the loss La is Lo,. The pdf for 
La = LoaV is found to be 
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The RV v = 1 O0cX 

Figure 1.89 Lognormal pdf. 

1.5.1 0.2 Moments of Lognormal RVs 

The moments of the propagation loss RV are most conveniently found by 
writing the loss as 

where Lo is the median loss in dB and X is a zero-mean, unit-variance 
Gaussian RV. Then the kth moment of the loss is 

in which M,( ) = ~ { e ~ ~ " c ~ )  is the moment generating function for the RV 
X. In this light, the moments of the propagation loss are 
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For example, the mean, mean square, and variance of the loss are 

Application of these results for lognormal RVs will be made when we discuss 
the blocking probability of CDMA cellular systems in a later chapter. 
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Appendix1 A Impulse Response of Ideal Filter #2 

The frequency domain characteristic of ideal filter #2 is given in the text as 

The impulse response is found as the inverse Fourier transform of H( f ): 

H is even 

= 2Lf1 cos27rft df + 2 Jf2 cos2nft df integ. by parts 
f, f 2  - fl - 

4f - vYf) 
- sin2.rr f i t  sin27r f i t  1 2 + o -  +-.- [cos27r f i t  - cos27r fit] 

7rt 7rt f 2  - fi ( 2 ~ t ) ~ \  " 
form: cos(A-B) - cos(A+B) 
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Appendix 1 B Integral of sinc Function 

A general formula for the integral of a sinc function is 

sinx 

1 
= -[Si(nbc) - Si(nac)] (1B. 1) 

llc 

where Si( . ) is the sine integral [20]. Therefore, the integral in Section 1.3.2 is 

- - 1 
- [Si(2rWT - n r )  + Si(nn)] (1B.2) 
2 r W  

because the sine integral is an odd function. Note in Table lB.l that the value 
of Si(kn) is very close to 7r/2 for k > 0. Thus, assuming that 2WT is a large 
integer, the value of the integral is approximately 

Overlooking the value of the first point (n = O), the value of the integral is 
well approximated by 1/2W. 
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Table 1 B.1 Values of Si(kr) 

Appendix 1 C Impulse Response of RC Filter 

The Nyquist frequency characteristic, as a function of the excess bandwidth 
factor a ,  is (after multiplying by T for normalization purposes) 

The corresponding pulse shape, parametric in a ,  is obtained as the inverse 
Fourier transform of G(f;  a). Because G(f;  a )  is an even function of 
frequency, its inverse transform is 

g(t; a )  = 2T cos(27r f t)  d f 

where 
ff/T 

f(t) = 2 ~ 1  cos2 1% f T] cos [27rt (f + @ )]  d f 

= qffiT [I + cos(7r f T l a ) ]  cos [27rt (f + %)] 
ff/T 

= TL cos [27rt (f + @)] d f 

(sum + difference) 
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T ff/T 
= - sin [ant (f + @)I 1, 

271t 

- T 7rt(l+cr) .irt(l-a) 
- - {sin - sin [ ] } 

271t 

- tT {sin [w] + sin [w] ) 
271 [t2 - ($J2] 

Thus 

cos(.irat/T) 
= sinc (;) . 

1 - ( 2 a t l ~ ) ~  

Appendix 1 D Probability for a Difference of Chi-Squared RVs 

From the text, the probability to be found is Pr{Y > 0), where the RV Y is 
the difference of two independent scaled (central) chi-squared RVs, each with 
L degrees of freedom: 
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with a1 < a2 and using the notation p = af/a,2. The formulation of the 
probability proceeds as follows: 

To obtain the probability distribution function indicated in (lD.2a), we first 
assume that the RV X; assumes a value, say a. We then obtain the 
conditional distribution function of Fx;(pa I Xf = a). Then the conditional 

distribution, given that X; = a ,  is 

and the unconditional probability is 

Pr{Y > 0) = lmpx;(a; L )  Fx; (pa; L I X: = a) d a  (1D.2~) 

in which we used the independence of the two variables in going from (1D.2~) 
to (1D.2d) and 

Note that (1D.2a) can also be written as follows, to change the order of 
integration: 
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For even-valued L. When L/2  = v, an integer, the second form of the 
probability (1D.4) is more convenient. The inner integral in (1D.4) is 

in which r ( v ;  a / 2 p )  is an incomplete gamma function [20]. Substituting 
(1D.5) in (1D.4) yields 

For odd-valued L. When L / 2  = v + i ,  where v is an integer, the first form 
of the probability (1D.2d) is more convenient. The inner integral in (1D.2d) 
is 
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where ?(v + i ;  p a / 2 )  is another incomplete gamma function [20] and the 
confluent bypergeometric function F 1  ( 0 )  is [20] 

( a ;  b; x )  = 
r ( b )  " xn r (n+ a )  a x  a ( a  + 1)x2  
r(a)sn! r ( n + b )  

= I + - +  
b  2b(b + 1 )  

+ . - -  (1D.8) 

Substituting (1D.7) and (1D.8) into (1D.2) yields 

in which the gaussian bypergeometric function zFl(0) is [20] 

r ( c )  " xn r(n + a ) r ( n  + b)  
2Fl ( a ,  b; c ;  x )  = 

I ' ( a ) r ( b ) C n ?  n=O T ( n + c )  

abx a ( a  + l ) b ( b  + 1)x2  
= I + - +  

2c(c + 1 )  
+ .. 

C 



Mobile Radio Propagation Considerations 

This chapter provides background material on the propagation of radio waves 
in the mobile environment that is needed for the consideration of the design 
and performance of analog and digital cellular systems. After a brief overview 
of the more general propagation theory and models, we give the mobile radio 
environment particular attention, and the chapter concludes with discussions 
on the application of propagation models to link budgets and to cellular 
system design. 

2.1 Overview of Propagation Theory and Models 

In this section, we present an overview on selected topics in propagation 
theory that are important for mobile radio communications scenarios at UHF 
frequencies. The propagation of radio waves in free space is first discussed, 
then we show how we can use the free-space propagation as a reference and 
show how to account for the differences between free space and the Earth's 
atmosphere and terrain. A more detailed presentation of this subject can be 
found in [I, 21. 

2.1.1 Free-Space Propagation 

A sinusoidal waveform emitted by a point source would propagate radially in 
a vacuum (free space) and for that reason we can call the source an isotropic 
radiato~. If the emitted power is Prad W, at a distance d meters from the 
source, the magnitude of the wave's Poynting vector (power per unit area) is 
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In @.I), f s denotes free space. For an antenna (radiator) that is not isotropic, 
at a distance large compared with the size of the antenna, the radiated power 
Prad may be replaced by PtGt,  where 

Pt = power delivered to the transmitter antenna (2.lb) 

Gt = transmitter antenna gain (2. lc) 

For derivation of the effects of Earth on radio wave propagation, it is 
sometimes more convenient to speak in terms of the root-mean-square electric 
field intensity (in volts per meter) given by 

where Z f s  , the impedance of free space, is given by [3] 

and p f s  = 4n x H/m = 4n x V-s/A-m and e f S  = (10-~/36n) F/m 
= (10-~/36n) A-sec/V-m are the permeability and the permittivity (dielectric 

constant), respectively, of free space. At a relatively large distance from a 
nonisotropic radiator, then, the electric field intensity in free space is 

Whether or not there is free-space propagation, if the electric field 
intensity and power at a receiving antenna are ETec and Prec, respectively, the 
maximal useful power that could be intercepted by a matched receiver using 
an isotropic antenna is given by [4] 

for a nonisotropic antenna (with antenna power gain G,) and a matched 
receiver, the received power is, using Ere, = ,/= : 

X2 X2  EkC P - - . P  G - - - - .  
r -  rec r - 120 

(2.4b) 
47T 47T Zfs 
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If (2.3) is solved for transmitter power, the ratio of received power to 
transmitted power is found to be 

(2.5) (A) GtGT, free space 

The general relation in (2.5) shows how to assess the effects of propagation in 
terms of the received electric field intensity relative to the value in free space. 
That is, in dB the propagation loss is 

1 
Path loss = - 10 loglo ( 5 .  -) 

Pt GtGr 

where the subscript n f s denotes "non-free-space" and the free-space loss is 

using the notations dkm = d in kilometers, dm; r d in miles and fMH, = f in 
megahertz. Figure 2.1 shows the free-space path loss for frequencies and 
distances that are relevant to mobile communications. 

2.1.2 Radio Horizon and Propagation Modes 

In this section, we show how the refractive properties of the atmosphere and 
Earth's terrain affect not only the received signal power but the curvature of 
the path take by the radio waves. The length of the path relative to the radio 
horizon, or line-of-sight distance, is shown as a basis for modeling the prop- 
agation according to different propagation modes. 
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Figure 2.1 Free-space path loss. 

2.1.2.1 Effect of the Atmosphere 

For ground-to-ground communications at VHF and UHF, the departure of 
the value of the received electric field intensity Ere, from the value that 
would occur in free space for the same distance arises chiefly from effects of 
the interaction of the radio wave with Earth. There are, however, significant 
effects due to the non-free-space properties of the medium of propagation 
itself-the air in the troposphere, that portion of the atmosphere extending to 
about 10 mi above Earth. 

Because of the presence of various gases in the atmosphere, including 
water vapor, the dielectric constant e,  of the air in the troposphere is slightly 
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greater than unity, the value of the dielectric constant in free space; because 
the density of these gases generally decreases with height, E ,  and the refractive 
index of the air, n = &, decrease with height. This variation of refractive 
index gives rise to propagation phenomena such as refraction, reflection, 
scattering, duct transmission, and fading of signals. 

The path of a radio wave ray traveling in the atmosphere can be 
described in terms of the variation with height of the refractive index of air, 
n, as a function of h, the height above ground. The effects of interest are 
related to the derivative of the index of refraction, which typically has a 
negative value in the troposphere, with a value for the "standard atmosphere" 
such that the slope of n is about -.012/ft = -.039/m. Because of the 
decrease of the index of refraction with increase in height, the velocity of 
propagation increases with height in such a way that the ray paths are very 
nearly arcs of circles over the distances involved in ground-to-ground mobile 
communications, with the radius of curvature r,  = 4rein the standard 
atmosphere, where 

re = radius of Earth (6,370 km) (2.8a) 

A horizontally emitted ray is curved, bending toward Earth instead of 
continuing in a straight line, but not intersecting Earth (assumed to be a 
sphere), as illustrated in Figure 2.2. 

Because radio wave paths are curved, the distance to the horizon for 
radio signals is larger than the straight-line distance (optical path). The 
geometry of the situation in which an inclined curved ray path from or to 
antenna i with effective height hei is tangent to the earth is illustrated in 
Figure 2.3 for a "smooth Earth" with no terrain features. The path distance 
to the tangent point is the smooth-Earth radio horizon distance for that 
antenna, denoted dL,i in the diagram on the left side of Figure 2.3. 

Refracted Radio Wave w 
Figure 2.2 Curvature of radio wave paths in air. 

L A  
Earth's Surface 



170 COMA Systems Engineering Handbook 

Because for analysis of communications paths it is more convenient to 
deal with straight-line ray paths, it is desirable to change the geometrical 
coordinate system so that the refracted rays appear to be straight lines. For 
this purpose, a modified tangential geometry involving a fictitious Earth, 
having a radius a = kr, > r e ,  is postulated as shown in the diagram on the 
right side of Figure 2.3 with the same distance dLsi. For equivalence of re- 
sults, the solution for k is constrained by the requirement that the distance of 
the ray path above Earth, h, remain the same for either model for any 
distande dong the tangential ray path. Under this constraint, it can be shown 
[2] that the fictitious Earth's radius should be taken to be a = 4re/3 = 8,493 
km. The use of the effective Earth radius formula a = 4re/3 is said to allow 
ray paths to be considered as being straight so long as they lie within the first 
kilometer above Earth's surface [5] .  

The radio horizon distance for a smooth Earth, as a function of antenna 
height, is calculated using the geometry of the right side of Figure 2.3. 
Recognizing that dLsi is one side of a right triangle, with the other side being 
the fictitious Earth radius a and the hypotenuse being a + hei , the solution 
for dLsi is 

when Earth's radius and the antenna height are expressed in the same units. 
For typical units: 

dLsi(km) J0.002a(km)hei(m) = (2.8~) 

d~si(mi) = Jm (2.8d) 

To Earth's center 
(radius re) 

To Earth's center 
(radius a = kre= 4r,j3) 

Actual horizon geometry Fictitious horizon geometry 

Figure 2.3 Geometry of radio waves tangent to Earth. 
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A transmitter and receiver are said to be within radio line-of-sight (LOS) 
when the link distance d is such that 

The actual radio horizon distance, as opposed to the idealized value given by 
(2.8b), is typically smaller, because of the effect of terrain and buildings. 

2.1.2.2 Characterization of Terrain and Its Effects 

Obviously, if a hill or building is "in the way" of the tangential path depicted 
in the smooth-Earth model of Figure 2.3, the actual horizon distance is the 
distance to a tangent with that object. Therefore, the more hilly or populous 
the area is, the more likely it is that the radio horizon is closer than predicted 
by the smooth-Earth model of (2.8). The presence of terrain or buildings also 
affects the LOS distance through the effective antenna height: if the antenna is 
put on top of a hill or a building, the radio horizon is much farther away. 

Typically, the altitude above sea level of the land in the vicinity of the 
transmitting or receiving antenna, and along the great circle surface path 
between them, varies to some degree above and below a "reference plane." 
That is, the land altitude at a distance x along the path from transmitter to 
receiver can be expressed as 

ha (x) = h,, (x) + hs (x), x = 0 (transmitter) to d (receiver) (2.10) 

in which href (x) denotes the reference or average terrain height along the 
path and h,(x) denotes the variations in surface height. For the purposes of 
modeling the effects of terrain on horizon distance and other factors affecting 
propagation, the reference   lane can be a straight line fit to the points of 
ha(x) if these data are available. The deviations of the surface height 
described as samples of hs(x) are likely to have a roughly symmetrical 
distribution, with a zero-valued median and mean. The degree of variation of 
the terrain can be ~arameterized by the "terrain irregularity parameter" A h ,  
the interdecile range-the difference between the value of h,(x) that is 
exceeded for 10% of the samples and the value that is not exceeded for 10% of 
the samples, as illustrated in Figure 2.4. 
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Ah I 10% above 

Figure 2.4 Terrain irregularity parameter. 

From studies of many terrain profiles (reported in [5] and [6$, it has been 
determined that the median interdecile height as a function of the length of 
the path d is given by 

Ah(d) = Ah (1 - 0 . 8 e - ~ ~ ~ ~ ~ ~ )  (2.11) 

When an interdecile range based on analysis of a particular terrain profile is 
given, it is treated as the value of Ah(d) for that distance, and the asymptotic 
value Ah may be estimated by solving (2.11). When detailed path terrain 
profiles are not available, the analyst can specify a value for Ah that is chosen 
to fit one of the terrain descriptions in Table 2.1 [5]. 

Let the structural height of antenna i (either i = t for transmitter or 
i = r for receiver) above the local ground be denoted hgi ; then the effective 
antenna height for that antenna can be formulated as 

Table 2.1 Terrain irregularity parameter values 

Terrain descrivtion 
Water or very smooth plains 
Smooth plains 
Slightly rolling plains 
Rolling plains 
Hills 
Mountains 
Rugged mountains 
Extremely rugged mountains 

Ah in meters 
0-5 
5-20 

20-40 
40-80 
80-150 
150-300 
300-700 
> 700 
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Let h, denote the height of the terrain surface in a given antenna 
location, relative to the local average terrain height. If the antenna is on a hill 
(h, > O), (2.12) indicates that the terrain height is added to the structural 
height to obtain the effective antenna height; otherwise, the effective height is 
the actual, structural height. This definition of effective antenna height is 
illustrated in Figure 2.5. 

For prediction purposes in the absence of specific terrain data, the 
parameter Ah can be related to a statistical treatment of the location of 
antenna sites. If an antenna site is randomly selected, as tends to be the case 
for a mobile radio unit, then it is reasonable to assume that, on the average, 
the altitude h,(x) at the antenna site equals the reference value href. It is to 
be expected that a more carefully located antenna would be placed on a hill. 
In [5], based on the analysis of many ~ a t h  ~rofiles, the following empirical 
formula for effective antenna height was developed for computer propagation 
calculations when the structural height of the antenna is 1Om or less: 

hgi , random siting 
hei = hgi+ [ I + ~  . rnax{l, sin (2) )] e-2hg'lA h, selected siting (2.13a) 

where 
4, careful siting c =  { 
9, very careful siting 

Note that the siting practices make no difference when Ah = 0; for Ah # 0, 
as hgi increases, it rises quickly but then approaches the value hei = hgi 
asymptotically, as shown in Figure 2.6. 

Average terrain height Local ground height 

h, = Local ground height - average terrain height 

he, = effective antenna height h gz . = structural antenna height 

Figure 2.5 Effective antenna height. 
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I I I I I I I I 

- 
Very careful siting 

Careful siting 1 
0 5 10 15 

Structural height, h,, (m) 

Figure 2.6 Effect of terrain and siting practice on effective antenna height I2,51. 

The empirical formula for effective antenna height (2.13), in the absence 
of detailed terrain profile data, can be used to estimate the transmitter and 
receiver smooth-Earth horizon distances dLs, and dLs, and the LOS distance 
dLs = dLst + dLsr using dLsi = as in (2.8b). The result is shown in 
Figure 2.7. Median values of the actual radio horizons dLi and LOS distance 
d L  = dL1 + dL2 for irregular terrain then can be estimated from the empirical 
formula [5] 
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0 5 10 15 

Structural height, hgi (m) 

Figure 2.7 Effect of terrain and siting practice on horizon distance 12,51. 

2.1.2.3 Propagation Modes 

The effects of the presence of Earth on the ground-to-ground propagation of 
radio waves at VHF and UHF depend on ~ a t h  length. For shorter, LOS 
paths, the main influence of Earth is to cause a reflected ray to arrive at the 
receiver in addition to the direct ray, causing destructive or constructive inter- 
ference. For beyond-line-of-sight (BLOS) or transhorizon paths, the propa- 
gation of the signal over the horizon is possible because of either diffraction 
of the wave over the horizon, scattering of the signal from the troposphere, 
or both. As illustrated in Figure 2.8, generally there is a gradual transition 
between one mode of propagation and another. 

As Figure 2.8 suggests, the dominant mode of propagation is deter- 
mined by the link distance d. If d is less than the combined horizon 
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Dominant propagation modes for ground-to-ground communications 
as a function of distance from the transmitter 

Radio horizon 

------___ 

D~rect path plus mult~path interference to some degree, 
dependent on antenna height and the surfaceIIocal terrain 

Diffraction over Earth's 
curvature and over terrain o A  
features such as hills 

Tropospheric scatter, though weak, can be the 
strongest mode at distances on the order of 100 km 

Figure 2.8 Propagation modes. 

distances of the transmitter and receiver antennas, which is called the LOS 
distance, the dominant propagation mode is LOS. 

From the "random siting" curve of Figure 2.7 it is evident that a mobile 
unit in a cellular system, with an antenna height of about hgm = hem = 2 m, 
has a smooth-Earth radio horizon of about dLsm = 5 km. In a rural setting, 
the likelihood that there is a terrain obstacle reduces this distance according to 
the empirical formula given in (2.14). For example, if the terrain can be 
characterized as "hills" with a terrain irregularity parameter value of Ah = 
loom, the actual horizon distance for the mobile is about 

A base station in the same cellular system will typically have an antenna 
structural height of about hgb = 100-200 ft or 30-60 m; for definiteness, let us 
assume that hgb = 50m. On a smooth Earth, using (2.8b) we can see that this 
antenna height corresponds to a horizon distance of about dLsb = J- 
= 29.1 km. In the case of actual terrain, the base station antenna would be 

placed on a hill and the horizon distance without obstacles is even greater- 
according to the empirical "careful siting" formula given in (2.13), the 
effective antenna height of an elevated 50m base station antenna is about 



Mobile Radio Propagation Considerations 177 

[ . { ' (71:f)}]e-2h&blah heb = hgb + 1 + 4 max 1, sin - 

This effective antenna height gives a smooth-Earth horizon distance of 
dLsb = 29.7 km, which is reduced to a likely actual horizon distance of 

Thus, the total LOS distance for a base-to-mobile link or mobile-to-base link 
is likely to be on the order of d L  = dLb + dL,  = 27.0 + 3.7 = 30.7 km. 

For cellular communications, the distances involved dictate that the 
propagation mode that is most often involved is LOS. However, in an urban 
setting, the buildings often act as man-made terrain obstacles that reflect and 
block the direct LOS path between the antennas, so that the mode of 
propagation is almost always a complex combination of reflected paths that 
make their way around buildings and diffracted paths that are bent as they 
interact with the tops of buildings. For that reason it is quite difficult to 
~redict  propagation loss in urban settings using a theoretical model, and a 
number of empirical formulas are used for prediction. 

2.1.3 LOS and Diffraction Propagation Modes 

Although in most cellular radio situations the propagation mechanisms are 
rather complex because of the interaction with the radio waves with build- 
ings, it is useful to understand the basic effects of multipath reception in the 
LOS mode and the diffraction of signals over natural and man-made obstacles. 

2.1.3.1 Propagation in the LOS Region 

For an LOS situation, the geometry is as shown in the left side of Figure 2.9; 
for a given receiver antenna location, there is both a direct ray with path 
length rl and a reflected ray with path length 7-2. Because the orientation of 
the electric field is reversed when reflected (giving an apparent 180' phase 
shift for horizontally polarized waves), the reflected ray tends to act as 
destructive interference when rl = r2, which occurs for lower antenna 
heights and longer distances. One effect of Earth's curvature relative to the 
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Ground-reflected rav 

Reflection from a smooth spherical Earth Reflection from a plane smooth Earth 

Figure 2.9 LOS ray path geometries. 

geometry for a flat or plane Earth shown in the right side of Figure 2.9 can be 
seen as the apparent antenna heights hi (i = t ,  r) are shorter than the actual 
antenna heights, h i ,  resulting in a smaller difference between rl and 7-2 (for 
the same distance along the surface), tending toward more destructive 
interference. Another effect is divergence of the reflected wavefront, tending 
to reduce the strength of the reflected ray. These two effects counter each 
other, so that to a sufficient degree of accuracy the propagation of LOS paths 
can be analyzed using the plane Earth model in the right side of Figure 2.9. 

From Figure 2.9, the difference in path length for the direct and re- 
., flected rays is seen as 

this path-length difference gives rise to the phase difference 

when the antenna heights are expressed in meters. The grazing angle or angle 
of reflection, $, is given by 
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Ignoring a component of the signal that reaches the receiver by groundwave 
propagation from the point of reflection that is negligible at VHF and UHF 
[7], the squared magnitude of the ratio between received and free-space 
electric field intensities is 

where the complex reflection coefficient R is related to the grazing angle and 
the ground impedance z by 

The ground impedance z is related to eY, the complex dielectric constant of 
the partially conducting Earth [a, 91 and is given by 

horizontal polarization 
(2.20a) 

J ,  , vertical polarization 

The value of E, is related to the free-space permittivity E S ,  as well as to E and 
a ,  the relative permittivity and conductivity of the ground, respectively, by 

Typical values of Earth parameters are a = 0.005 and E = 15, giving 
eY = 15 - j90/fMH,; for f = 100MHz, the resulting value of z is 
3.75L- 1 . 8 4 O  for horizontal polarization and 0.25L1.5g0 for vertical 
polarization. For f = 1,000 MHz, z is 3.741-0.18" for horizontal polariza- 
tion and 0.25L0.16•‹ for vertical polarization. Thus, for UHF cellular 
frequencies and very low grazing angles, R E -1 and (2.19a) becomes 
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The relation shown in (2.21) indicates that LOS propagation over a 
smooth Earth results in a 6-dB signal power gain over free space when A/2 is 
an odd multiple of 7r/2, when sin(A/2) = f 1, and results in signal 
cancellation when A/2 is a multiple of n, when sin(A/2) = 0. A variation in 
this angle can be due to a variation in antenna heights, link distance, or both. 

For example, consider a base station antenna height ht = 50m and a 
mobile antenna height of h, = 2m, as depicted in Figure 2.10. If the 
frequency is 850 MHz, then (2.18b) gives A = 1.134n/dk, . For d < 1.134 
km, the angle A/2 in (2.21) is greater than n/2, and the gain described by 
(2.21) oscillates as the mobile moves toward the base station, as shown in the 
graph in Figure 2.11. For d > 1.134 km, the angle A/2 is always less than 
7r/2, and there are no oscillations in the attenuation as the mobile moves 
farther away from the base station. Note in Figure 2.11 that the oscillations 
are smaller if the magnitude of the ground reflection is less than unity; as 
discussed in Appendix 2A.2, the roughness of Earth generally causes JRJ to be 
less than 1. 

The distance at which A = n7r is given by 

1 1 1  -d wn) 
0 0.567 1.134 - first Fresnel zone 

A=2x A=x 
(null) (peak) 

Figure 2.10 Example mobile two-ray multipath situation. 
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1 2 3 4 

Link distance in km, d 

Figure 2.1 1 Attenuation relative to free space for the example of Figure 2.10. 

Note in particular that if d > dl = 4hthT/X, then A/2 < 7r/2 and no 
oscillations of (2.21) occur in the sense that the received signal power always 
decreases as d increases. 

The set of positions for which the condition A < n.ir holds is referred 
to as the nth Fresnel zone; the first Fresnel zone corresponds to d > dl . For 

n d > d' = 12hthT/X, then A/2 < n/6, making sin(A/2) < 0.5, and the 
received LOS power is always less than that for free space, according to (2.21). 
Also, the sine function in (2.21) can be replaced by its argument, giving 

The net gain for the path is (2.21) multiplied by the free-space loss: 



182 COMA Systems Engineering Handbook 

which shows a fourth-power dependence on distance for d > d'. In dB units, 
this LOS propagation loss is 

For the same example parameters as in Figure 2.11, the net path gain (2.23b) is 
plotted in Figure 2.12, along with the asymptotic fourth-power law ex- 
pression (2.23~). The boundaries of the first and second Fresnel zones are also 
noted in this figure, and the influence of the magnitude of the ground reflec- 
tion coefficient, IRI, is shown. 

Link distance in km, d 

Figure 2.12 Net path gain for the example of Figure 2.10. 
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Using an example, it has been shown that the ground reflection points 
are within the first Fresnel zone when the mobile is relatively far from the 
base station. When the terrain is not flat or when there are buildings in the 
vicinity of the direct path, however, other reflection points are possible that 
can cause destructive multipath interference. In general, the first Fresnel zone 
is defined as the elliptical volume containing reflection points for which the 
difference in path lengths of direct and reflected rays is less than half a wave- 
length [lo]. As illustrated in Figure 2.13, the volume is elliptical because an 
ellipse is the locus of points for which the combined distance from two focal 
points (here, the length of the reflected path from transmitter to receiver) is a 
constant. Note that in Figure 2.13, the terrain heights along the path from 
transmitter to receiver have been adjusted to account for Earth's curvature, so 
that the direct path can be plotted as a straight line. 

The radius ho of the first Fresnel zone at the some point along a path of 
length d  that is distance dt from the transmitter and distance d, from the 
receiver is found by solving the following equation for ho: 

X/2  = length of reflected path - d 

= distance from transmitter to reflection point 
+ distance from reflection point to receiver - d  

= J m + J m - d  

[ ;jt hi = dt 1 + 7 + . . .] + d, [I + -@ + - -1 - (dt + d,) 

h, = Radius of first Fresnel zone 

Figure 2.13 First Fresnel zone and path clearance. 
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Thus, for example, midway in a d = 5 km path, the radius of the first Fresnel 
zone is ho = 21m for f = 850 MHz and ho = 14m for f = 1,900 MHz. If 
the direct path clears the terrain and any buildings by this amount, the re- 
flected ray will constructively interfere with the direct ray; otherwise, there is 
the possibility of destructive multipath interference that increases with 
frequency. For this reason, it is desirable to mount the base station antenna 
high off the ground when possible, such as on top of a building; in an urban 
area, it usually is not possible to locate the antenna at a height that guarantees 
first Fresnel zone clearance for all potential mobile locations. 

2.1.3.2 Diffraction Over Terrain and Buildings 

When the link distance d is greater than the LOS distance dL,, or when a 
natural or man-made obstacle blocks the direct path, there still may be a 
useful amount of signal power at the receiver from diffraction. 

Radio waves may be transmitted beyond the LOS into a shadow zone 
by the phenomenon of dtfiraction. Diffraction is a fundamental property of 
wave motion, and in optics it is the correction to be applied to geometrical 
optics (ray theory) to obtain an accurate description of the way light waves 
bend around obstructions. "The order of magnitude of the diffraction at 
radio frequencies may be obtained by recalling that a 1,000-MHz radio wave 
has about the same wavelength as a 1,000-Hz sound wave in air so that these 
two types of waves may be expected to bend around absorbing obstacles with 
approximately equal facility" [7]. 

Figure 2.14 illustrates the concept of a shadow zone in which the signal 
is received, with additional loss, from the diffraction phenomenon. In an 
urban setting, instead of a being diffracted over a hill, the signal is more likely 
to be diffracted over a building or row of buildings. An estimate of the 
attenuation of the signal that results from such diffraction can be made using a 
"knife edgen model of the hill or building. The main geometrical quantities 
involved in the theory of knife-edge diffraction are illustrated in Figure 2.15. 

Figure 2.15 illustrates the modeling of an obstruction as a knife edge. 
Suppose that a low, perfectly absorbing straight-edge screen with height H is 
place at a point along the great circle path between the transmitter and 
receiver, approximated by a straight line of length d in the figure. Then, as 
the height of the screen is increased (but still below the path-H < O), the 
field strength at the receiver begins to oscillate. The amplitude of the oscilla- 
tion is maximum when the top of the screen is in line with the direct path 
(H = 0); for this case the attenuation is 6 dB. In the theory of the diffraction 



Mobile Radio Propagation Considerations 185 

Transmitter Hill 

Figure 2.14 Shadow zone. 

Figure 2.15 Knife-edge geometry. 

of electric fields over a knife edge [3, 111, the loss over the knife edge is 
related, through classical optical diffraction theory, to the Fresnel sine and 
cosine integrals. For H > 0, the loss in dB may be approximated by [5,6] 

and the angles a and /3 are defined in Figure 2.15. The functional approxima- 
tion A(v) is plotted in Figure 2.16. 

When the path from transmitter to receiver is subject to more than one 
obstacle, or more than one edge, the total loss from diffraction may be 
estimated by adding the losses in dB of the several edges, each with its own 
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Figure 2.16 Knife-edge diffraction loss. 

value of the quantity v that is determined by the geometry of the situation [7]. 
In Appendix 2A.3, this method is used to compute the diffraction loss from 
different terrain or building obstacles near to both the transmitter and the 
receiver. 

2.1.4 Empirical Propagation Formulas 

The practicing cellular radio or systems engineer is not likely to be involved 
in detailed modeling of propagation paths but will use existing models and 
commerically available computer programs for the prediction of propagation 
losses and the determinationof coverage areas. 

There are many mathematical models for radio propagation loss ranging 
from purely empirical ones, based on various measurements of loss, to semi- 
empirical models that use theoretical considerations to predict propagation 
effects based on measurements of physical parameters other than propagation 
loss itself. The utility of a particular model is proportional to the confidence 
that can be put in its applicability to the physical situations in which the radio 
system will actually operate. For example, a 1988 study of existing 
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propagation models found fault with nearly all of them in some respect for 
the purpose of predicting cellular coverage in the 800/900-MHz frequency 
range [I]. Modeling propagation is field in which active research is still 
ongoing [l2]. 

In general, a model is more useful if it formulates the propagation loss 
in terms of several parameters whose values can be made specific to the 
situation. The complexity of existing propagation models varies according to 
whether the calculation involves estimation of relevant physical parameters 
from terrain data or from field strength measurements. In this subsection, 
several well-known empirical formulas are discussed; in Section 2.1.5, some 
more complex computer models are discussed. 

2.1.4.1 Hata and CClR Formulas 

Following extensive measurements of urban and suburban radio propagation 
losses, Okumura et al. [I31 published many empirical curves useful for cellular 
systems planning. These empirical curves were subsequently reduced to a 
convenient set of formulas by Hata [14], known as the Hata model, that are 
widely used in the industry. The basic formula for the median propagation 
loss given by Hata is 

L (dB) = 69.55 + 26.1610glo fMHz - 13.821oglohl - a(h2) 

+ (44.9 - 6.55 loglohl) loglodk, - K (2.26a) 

where hl and hz are base station and mobile antenna heights in meters, 
respectively, dh is the link distance in kilometers, fMH, is the center fre- 
quency in megahertz, and the term a(h2) is an antenna height-gain correction 
factor that depends upon the environment: 

( (1.1 l 0 ~ ~ ~ f ~ ~ ~ - O . 7 ) h ~  -4.56 loglO fMHz-o.8) medium-small city 

a(hz) = { 8.29 0 0 ~ ~ ~ 1 . 5 4  hz12 - 1.1 large city, fMHz < 200 

( 3.2 (10~~~11.75 h2)' - 4.97 large city, fMHz > 400 
(2.26b) 

The factor K in (2.26a) is used to correct the small city formula for suburban 
and open areas: 
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K =  { 2 [10glo(fh1~~/28)] + 5.4 suburban area (2.26~) 

4.78(loglo fmJ2 - 18.33 loglofmz + 40.94 open area 

An empirical formula for the combined effects of free-space path loss 
and terrain-induced path loss was published by the CCIR (Comitk Consultatif 
International des Radio-Communication, now ITU-R) and is given by [15] 

L (dB) = 69.55 + 26.1610glo fmz - 13.821ogloh1 - a(h2) 

where hl and h2 are base station and mobile antenna heights in meters, 
respectively, dk, is the link distance in kilometers, fmz is the center 
frequency in megahertz, and 

a(h2) = (1.1 loglofmz - 0.7)hz - (1.56 1oglofmZ - 0.8) (2.27b) 

B = 30 - 25 loglo(% of area covered by buildings) (2.27~) 

This formula is recognizable as the Hata model for medium-small city 
propagation conditions, supplemented with a correction factor, B. The term 
B is such that the correction B = 0 is applied for an urban area, one that is 
about 15% covered by buildings; for example, if 20% of the area is covered by 
buildings, then B = 30 - 25 loglo20 = -2.5 dB. 

The CCIR formula yields the following path-loss equation for the 
typical cellular parameter values f = 850 MHz and h2 = 2m: 

in which cr and /3 describe a "power law" propagation loss curve (in absolute, 
not dB, units) of the form L = a x dY. Table 2.2 gives example values of a ,  
p, and y for different values of the base station antenna height. 

Table 2.2 shows that the CCIR formula gives a power law between 3.5 
and 4 for cellular link parameters, compared with a free-space power law of 
y = 2. As shown in Section 2.1.3.1, a power law of y = 4 is typical of a two- 
ray multipath situation well within the first Fresnel zone, for mobile 
positions that are relatively far from the base station. 
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Table 2.2 CClRlHata effective power law 

As shown in the example presented in Section 2.1.3.1, when the mobile 
is close to the base station, the link is subject to severe fluctuation in received 
signal strength because of destructive multipath interference. This fluctuation 
tends to  stop when the distance of the mobile from the base station exceeds 
the distance corresponding to the boundary of the first Fresnel zone, 
however. In the actual mobile environment, the physical situation is seldom 
as simple as that depicted in the example, and moreover is highly dynamic. 
However, there are usually many opportunities for reflecting paths to occur 
(buildings, vehicles, etc.), and the basic geometry remains the same. 

A gaphical comparison of the Hata and CCIR propagation loss 
formulas in shown in Figure 2.17. It is evident from this comparison that the 
simple correction factor B in the CCIR formula achieves the same effect as 

200 1 1 1 1  I I I I 1 1 1 1  

- CClR formula (s Aid lines): - 
- - 

20010 15% i 10% 

Link distance, km 

-1 

f = 850 MHz, h, i 

Figure 2.17 Comparison of CCIR and Hata propagation loss formulas. 

= 30m, h, = 2m 

- 

- 

50 I I I I 
1 1 1 1  1 1 1 1  



190 COMA Systems Engineering Handbook 

the more complicated correction factor K in the Hata model, which is to 
produce a dependence of the the formula on the density of buildings, with the 
loss increasing with the density of buildings in accordance with experimental 
observations. 

A number of comparisons of the Okumura/Hata/CCIR propagation 
loss predictions have been made with measurements and with other models 
[I], [16-191. The consensus has been that the Japanese urban data gives 
propagation loss values that are about 10dB lower than those measured in 
urban situations in England, Canada, and the United States, but suburban 
results agree with measurements in those locations. 

2.1.4.2 Walfisch-lkegami Formula 

In Europe, a result of research under the Cooperation in the Field of 
Scientific and Technical Research (COST) program has been the development 
of improved empirical and semideterministic models for mobile radio 
propagation [12]. In particular, Project 231 (COST 231), entitled "Evolution 
of Land Mobile Radio Communications," has resulted in the adoption of 
propagation modeling recommendations for cellular and PCS applications by 
the International Telecommunications Union (ITU), including a semideter- 
ministic model for medium-to-large cells in built-up areas that is called the 
Walftscb-Ikegami model [20]. The Walfisch-Ikegarni model (WIM) has been 
shown to be a good fit to measured propagation data for frequencies in the 
range of 800 to 2,000 MHz and path distances in the range of 0.02 to 5 km. 

The WIM distinguishes between LOS and non-line-of-sight (NLOS) 
propagation situations. In a LOS situation, there is no obstruction in the 
direct path between the transmitter and the receiver, and the WIM models the 
propagation loss in dB by the equation 

Note that the propagation law (power of distance) for the LOS situation is 
modeled as being 26/10 = 2.6, so that LLos oc d2..". This model assumes that 
the base station antenna height ( > 30m) ensures that the path has a high 
degree of Fresnel zone clearance. Recall that the propagation loss in free 
space is given by 

the LOS propagation loss (2.29) can be written as 
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where dm is the distance in meters. Thus, as shown graphically in Figure 
2.18, the WIM model for LOS propagation equals the free-space loss at 20 m, 
and increases with distance 6 dB per decade faster than the free-space loss for 
longer distances. 

For NLOS path situations, the WIM gives an expression for the path 
loss that uses the parameters illustrated in Figure 2.19. The quantities referred 
to in Figure 2.19 are the following: 

hb = Base antenna height over street level, in meters (4 to 50m) 

h, = Mobile station antenna height in meters (1 to 3m) 

hB = Nominal height of building roofs in meters 

Ahb = hb - hB = Height of base antenna above rooftops in meters 

Ah, = hB - h, = Height of mobile antenna below rooftops in meters 

b  = Building separation in meters (20 to 50m recommended if no data) 

w = Width of street ( b / 2  recommended if no data) 

4 = Angle of incident wave with respect to street (use 90•‹ if no data) 

Link distance. km 

Figure 2.18 Comparison of WIM LOS formula with free-space loss. 
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Base antenna 
d 

Street level Mobile 
antenna 

d h b Z h b - h g  d h m = h g - h ,  

Mobile station 
+. b 

Direction of travel 

Figure 2.1 9 WIM NLOS parameters. 

In the absence of data, building height in meters may be estimated by 
three times the number of floors, plus 3 m if the roof is pitched instead of flat. 
The model works best for base antennas well above the roof height. 

Using the parameters listed above, for NLOS propagation paths the 
WIM gives the following expression for the path loss in dB: 

where 

Lfs = Free-space loss = 32.45 + 20 loglo dkm + 20 loglo f M H z  (2.31b) 

Lrts = Roof-to-street diffraction and scatter loss, and (2.31~) 

Lmsd = Multiscreen diffraction loss (2.31d) 

The loss terms LTts and Lmsd are functions of the NLOS parameters shown 
previously. The formula given for LrtS is 
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where 

-10 + 0.354 4, 0 5 4 2 35" 

2.5 + 0.075(4 - 35O), 35" 5 q5 5 55" (2.32b) 

4.0 - 0.114(4 - 55"), 55" 5 4 5 90" 

is an orientation loss. From the formula, it is evident that LTts decreases for 
wider streets and increases for taller buildings. The effect of the angle of 
incidence 4 is seen from the graph in Figure 2.20 to be 

0 To subtract IOdB if the signal is arriving in line with the street 
(4 = 0.); 

To add as much as 4 dB if the angle of arrival is oblique; and 

To subtract I dB if the signal arrives perpendicular to the street 
(4 = 90"). 

The formula given for the multiscreen diffraction loss term Lmsd is 

In this expression, Lbsh is shadowing gain (negative loss) that occurs when the 
base station antenna is higher than the rooftops: 

Angle of incidence, 4 (degrees) 

Figure 2.20 Orientation loss used in the WIM. 
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From the formula, it is evident that Lmsd decreases for wider building 
separation (b). The quantities k, , kd, and kf (to be described below) deter- 
mine the dependence of the loss on the distance (dkm) and the frequency 
( f M H z ) .  The term k, in the formula for the multiscreen diffraction loss is 
given by 

Ahb > 0 

Ahb I 0 and dkm 2 0.5 (2.33~) 

54 + 0.8 lAhbl(dkm/0.5), Ahb 5 0 and dkm < 0.5 

This relation results in a 54-dB loss term if the base station antenna is above 
the rooftops (Ahb > 0), but more than 54 dB if it is below the rooftops. The 
increase from 54 dB is less if the link distance is rather small (less than 500m). 

The factor kd in the formula for Lmsd is given by 

This relation causes Lmsd to increase with distance at 18 dB per decade if the 
base antenna is above the rooftops (Ahb > 0). But if the base antenna is 
below the rooftops, the increase with histance & higher (e.g., 30 dB per decade 
of distance when the base antenna is only 20% as high as t h e  buildings 
(Ahb /h~  = 0.8). The factor kf in the formula for the multiscreen diffraction 
loss is given by 

0.7 ( - 1 medium city and suburban 
kf = - 4 +  (2.33e) 

, metropolitan area 

Recall that the free-space and diffraction/scatter loss terms Lf, and LTtS 
together give an increase of 30dB per decade of frequency. The expression 
for kf indicates that this dependence on frequency should be adjusted down- 
ward for 

Frequencies < 6.21 GHz for medium city and suburban 
environments. 

Frequencies < 2.29 GHz for a metropolitan area. 

For a typical cellular frequency of 850 MHz, the value of kf is 
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kf = { -4.06, medium city and suburban 

-4.12, metropolitan area 

Thus the total dependence on frequency for the 800-MHz cellular band is 
about 26 dB per decade of frequency. 

Combining the expressions for the different NLOS propagation loss 
terms comprising the WIM results in the loss formulas shown below: 

Ahb > 0: 

LNLos = 69.55 + 38 loglo dkm + 26 loglo f M H z  - 10 log low - 9 log lob  

At 850 MHz, the WIM NLOS loss formulas become 

Ahb > 0: 

LNLos = 145.7 + 38 loglo dkm - 10 log low - 9 loglo b 

+ 20 logloAhm - 18 loglo(l + Ahb) + Lori 
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Example calculations of the WIM, to be shown below, were performed to 
examine the effects of the building height parameter hB , the building separa- 
tion parameter b, the base station antenna height hb , and the mobile antenna 
height hm . In what follows, we plot path losses versus link distance for the 
WIM for various parameter values. A key to understanding the significance 
of the features of the propagation loss curves is given pictorially in Figure 
2.21. For example, graphs are plotted on a log-log scale, so that the slope of 
any curve indicates the propagation power law. The meaning of "Slope = 

._ 10 x power law (7)" in Figure 2.21 can be explained with an example: -- + 

L 

- suppose that the slope of a propagation curve is 40 dB per decade of distance; 
then the power law y is found from 

\ 

c Slope = 40 = 10 x power law (y) (2.35d) 

\ - 
d lfrom which we determine that the power law is 7 = 4. 

.I Calculations of WIM formulas (2.35a) through (2.35~) are presented in 
2 (Figures 2.22 to 2.25. 
e 

0.1 0.2 1 2 
Link distance, km 

Figure 2.21 Features of propagation loss curves. 
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= 20m, L,= 0 1 
50 I I I l l 1 1  I 1 1  1 1 1 1  

0.1 0.2 1 2 10 

L ink  d istance,  k m  

Figure 2.22 Effect of building height. 

..-- _..- Free space 

0.1 0.2 1 2 
L ink  d istance,  km 

Figure 2.23 Effect of building separation. 
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Link distance, km 

Figure 2.24 Effect of base station antenna height. 

0.1 0.2 1 2 

Link distance, km 

Figure 2.25 Effect of mobile antenna height. 
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The effects observed in Figures 2.22 through 2.25 may be summarized 
as follows: (1) The propagation loss is very sensitive to the base station 
antenna height and to the building height, through the parameters Ahb and 
Ah,, especially at distances greater than 500m. For buildings lower than the 
base station antenna height (Ahb > O), the power law for the loss as a 
function of distance is fixed at y = 3.8. For building higher than the base 
station antenna height (Ahb < O), the power law is between y = 3.8 (at 
hb = hB) and y = 5.3 (at hb = 0). 

(2) The propagation loss is relatively insensitive to the building 
separation b. 

(3) The propagation loss is very insensitive to the mobile station 
antenna height h, for realistic values of this parameter. 

2.1.5 Computer Propagation Loss Models 

In addition to the formulas for mobile radio propagation path loss that have 
been discussed, there are several well-known computer models that use 
somewhat more sophisticated techniques for estimating model parameters 
from terrain and other input data and automating the selection of empirical 
parameter values that apply in a given mobile situation. Two of these 
computer models are the Longley-Rice model [2, 5,6]-more properly known 
as the Institute for Telecommunications Sciences Irregular Terrain Model 
(ITS1TM)-and the Terrain Integrated Rough Earth Model (TIREM) 121, 221. 
In addition, there are several proprietary models offered by cellular 
engineering consulting firms. 

2.1.5.1 The Longley-Rice and TIREM Models 

Both the Longley-Rice and TIREM models consider the parameters of the 
terrain along the great circle path from the transmitter to the receiver, and 
develop a customized formula for the propagation loss in excess of the free- 
space loss Lf, as a function of the link distance along that path. For example, 
the output of the Longley-Rice model is a reference median dB value of the 
excess propagation loss (attenuation), based on the formula 
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where the three distance regions correspond to those dominated by LOS, 
diffraction, and scattering propagation modes. Each distance region in (2.36) 
is determined from the program input and features the intercept, slope, and 
power-law parameters shown. The details of the methodology and calcula- 
tions of the ITSITM are summarized in [2, 23, 241, and a listing of a BASIC 
implementation of it is included in [2]. 

The values of these parameters of (2.36) are chosen in such a way as to 
make the overall curve piecewise continuous as a function of distance. Figure 
2.26 shows an example of the total propagation loss in dB calculated by the 
Longley-Rice program for an 850-MHz mobile-to-mobile communications 
scenario. For the example shown in Figure 2.26, the LOS distance dL, is 29.4 
km for a smooth Earth. The expression for the free-space loss in dB for the 
example is FSL = 91.04 + 20 loglodkm . The values of the LOS and diffrac- 
tion region parameters in (2.36) that pertain to the curves in Figure 2.26 are 
listed in Table 2.3. Note that the total propagation loss for the example of 
Figure 2.26 in absolute units (not dB) can be written 

By inspection of (2.37), the power law of the propagation loss as a function of 
distance in the LOS region is y = 2 + k2/10. In Table 2.3, and in the lower 
part of Figure 2.26, observe that this power law is y = 3.3 for a very smooth 
Earth (Ah = 1 m) and decreases to y = 2 as the terrain irregularity parameter 
becomes large. This dependency results from reflected rays that are more 
severely attenuated than direct rays, or even are blocked by terrain, for rough 
terrain. 

In addition to the reference attenuation in dB and a version of it 
adjusted for climate and other factors, the Longley-Rice program outputs an 

Table 2.3 Longley-Rice parameters 
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/ 

Free-space loss 

Distance, km 

10' 

Distance, km 

Figure 2.26 Example Longley-Rice calculations. 
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estimate of the variability of the actual propagation loss in dB, expressed in 
terms of a standard deviation for the loss a,. Typically, a, is about 8dB. 
Thus, the program can be considered as modeling the propagation loss in dB 
as a Gaussian random variable with the given values for the median (also the 
mean in the case of a Gaussian variable) and standard deviation. Using the 
values of Aref, ac,  and the Gaussian distribution, the program calculates the 
value of attenuation that will not be exceeded for some specified percentage of 
the time or of the possible locations or situations for which the input data 
may apply- 

The TIREM computer model bases its calculation of the propagation 
loss on data for the terrain elevations along the transmitter-receiver path. 
Using digitized map data, the model evaluates the terrain profile between the 
two antenna sites and, depending on the geometrical properties of the profile, 
selects a mode of propagation for calculating a median transmission loss. The 
main difference between TIREM and the Longley-Rice model is in the 
calculation of the loss in the LOS region, those link distances for which an 
unobstructed path extends between transmitter and receiver. While the 
Longley-Rice model uses a mixture of two-ray multipath and spherical Earth 
diffraction to calculate LOS loss in excess of the free-space loss, TIREM 
chooses the smaller of the smooth Earth diffraction loss and a reflection- 
region loss found by calculating the clearance of the the direct path above the 
terrain: 

If the clearance is greater than 1.5 times the radius of the first Fresnel 
zone, the program outputs the free-space loss as the effective 
propagation loss. 

If the clearance is less that one-half the radius of the first Fresnel zone 
(the direct path comes very near Earth's surface), the program uses an 
empirical rough Earth multipath formulation to  compute the loss. 

If the clearance is between 0.5 and 1.5 times the radius of the first 
Fresnel zone, the program develops a weighted combination of the 
free-space and rough Earth multipath loss formulations as the estimate 
of the propagation loss. 

2.1.5.2 Comparison of WIM and Longley-Rice 

It is interesting to compare the propagation curves developed by the ITS 
(Longley-Rice) model with those developed by the WIM. For the purpose of 
comparing the ITS model and the WIM, let a typical cellular scenario be 
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defined by the following common parameter values: f M H z  = 850, hm = 1.5, 
hb = 30. 

For the WIM, additional assumptions about the height and separation 
of buildings are needed. Let the building height be hB = 15m and the 
building separation be b = 40m. 

For the ITS model, additional assumptions about the environment and 
siting practices are needed. Let the standard earth parameter assumptions be 
used, and let the value of Ah be 50m, which corresponds to rolling plains. 
This number implies that 8O0/0 of the elevations along a given propagation 
path are within f 25m of the average terrain height. 

The propagation curves under these assumptions are shown in Figure 
2.27. From the figure, it is obvious that the ITS model, for any of the siting 
practices (random, careful, or very careful), corresponds very closely to the 
WIM LOS propagation model for the assumed parameters. This fact high- 
lights the different propagation modes that are included as options in the 
WIM: either LOS or NLOS. The ITS model does not specifically account for 
buildings and other obstructions, but simply assumes that a path distance less 
than the radio horizon is a LOS path. 

Link distance, km 

Figure 2.27 Comparison of W I M  and ITS models in the LOS region. 
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It may be possible, however, to manipulate the parameters of the ITS 
model to make it predict the propagation loss correctly in an urban setting. 
Two possible approaches for doing this are: 

Input a smaller base station antenna height, because the ITS model 
calculates an effective antenna height by adding site location elevation 
to the antenna height. 

Input a larger value of the terrain irregularity parameter Ah to simu- 
late the diffraction effects of buildings with that of hills. 

Figure 2.28 shows the result of trying such a matchup. The conclusion 
to be drawn from the figure is that it is not practical to try making the ITS 
model produce urban propagation predictions (other than LOS) comparable 
with the WIM, by means of manipulating the terrain parameter. Although 
the amount of propagation loss can be made similar in a certain range of link 
distances, the propagation power law is clearly not the same, being about 2 
instead of the value of 3.8 used by the WIM. 

160 I I I l l l l  1 I 1 l l l l  

----.---. Free space - 
ITS (random siting) 

I I I l l l l  I I l l l l l  

0.1 0.2 1 2 10 

Link distance, km 

Figure 2.28 Comparison of WIM and Longley-Rice in NLOS situations. 
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2.1.6 The Use of Propagation Models in Cellular Design 

The best radio propagation models provide a good prediction of the median 
value of the propagation loss as a function of distance, frequency, and 
environmental parameters. The models therefore are useful for developing 
preliminary designs of cellular systems by enabling an analysis of the required 
number of cells and the best locations for cell sites in the intended service 
area. Because there is a great deal of variation in the actual propagation loss 
due to shadowing and other effects of terrain and buildings, the predictions of 
the propagation loss must be confirmed by field measurements. 

A rough idea of the desirable cell size can be derived from the maxi- 
mum value of propagation loss, L,,, , that can be tolerated by the forward 
and reverse link budgets. The value of L,,, may vary with location because 
the expected number of cellular users (potential interferers in CDMA cellular 
systems) can vary with location as well as with the time of day. Typically, 
the cell size needs to be smaller where a higher concentration of traffic is 
anticipated because there is a limit to the capacity of a cell. The size of the 
cell is also limited by the amount of allowance for propagation loss that is left 
over in the link budget after the interference and link margin requirements 
are taken into account. 

In the absence of detailed data on factors affecting propagation, the 
value of L,,, determines the radius of a circular area (the cell) inside of which 
the loss is less than L,,,. The initial concept of the cellular system's 
coverage area therefore is the intersection of circles of various sizes, which 
leads to a hexagonal cell geometry, as discussed in Chapter 3. A more refined 
cell design takes into account terrain, building density, and other factors that 
influence propagation loss. For example, suppose the sketch in Figure 2.29 
describes the propagation environment for a ~roposed cell site in terms of 
building density. Given this depiction of the environment surrounding the 
proposed cell site, the propagation loss in different locations can be analyzed 
in several ways. One method is to consider the propagation loss along var- 
ious radials (subsectors) proceeding from the ~osition of the base station, as 
suggested in Figure 2.30. 

Another method for analyzing the propagation loss in the area 
surrounding the proposed cell site is to overlay a grid coordinate system on 
the area and determine the values of the environmental factors affecting prop- 
agation loss in each element of the grid. Figure 2.31 illustrates this concept 
for the example area. 
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Medium density 
area 

High density 
area 

Figure 2.29 Building density of area surrounding base station. 

Subsector i 

Figure 2.30 Radial subsectors. 



Mobile Radio Propagation Considerations 207 

Figure 2.31 Grid coordinates overlaid on base station coverage area. 

2.1.6.1 Numerical Example of a Propagation Loss Contour 

Using the grid method sketched above, a plotting program was used to pro- 
duce contours of constant propagation loss by following these steps: 

The grid was assumed to cover a 4-km by 4-km area, with the candi- 
date base station location in the center. 

In anticipation of using the CCIR propagation model, the areas 
identified by shading as being of high building density were assigned a 
density value of 40%; those of medium density were assigned a value 
of 20•‹/0, and the remainder of the area was assumed to have a building 
density of 10%. 

The distances of points spaced at loom intervals on the grid were 
calculated; using the distance and the percentage of building density, 
the propagation loss for each point was calculated. 
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The data were entered into a table (spreadsheet) in the following 
form: 

The result of these steps is the contour plot shown in Figure 2.32, alongside 
the original sketch of the area and its building density pattern (a higher resolu- 
tion version of the contour plot follows in Figure 2.33). 

At 850 MHz, the CCIR propagation loss model gives the formula ' 

where hb is the base station antenna height (e.g, 30m), hm is the mobile 
station antenna height (e.g., 1.5m), dkm is the link distance in km, and O/O 

denotes the percentage of land covered by buildings. Substituting for the 
antenna heights gives the formula 
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Contour plots of the propagation loss are shown in Figure 2.33 for a 5-dB 
resolution and in Figure 2.34 for a 2-dB resolution. 

If the building density were the same over the entire area, the 
propagation loss contours would be concentric circles. The tendency toward 
concentric circles can be seen in the contour plots shown. 

Note that the propagation loss can be less in a low-density area farther 
away from the base station than a high-density area, giving rise to "pockets" 
or small areas inside the larger area in which propagation is either very poor 
in comparison with the surrounding area, or very good. Although the exis- 
tence of such pockets cannot always be eliminated entirely, a candidate cell 
site position that results in many pockets needs some change in the design to 
improve the situation. It may be that a relatively small change in position 
will give better results. An increase in base station antenna height may im- 
prove performance enough to make the ~ropagation loss in the pockets 
tolerable. The dependence of the coverage area on the maximum tolerable 
~ r o ~ a g a t i o n  loss term in the link budget is illustrated next. 

" 0 1 2 3 4 
x distance, km 

Figure 2.33 Contour plot of propagation loss using 5-dB resolution. 
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x distance, km 

Figure 2.34 Upper right quadrant of Figure 2.33: contour plot of propagation loss using 2-dB 
resolution. 

2.1.6.2 Coverage Area Versus Maximum Tolerable Propagation Loss 

From contour data of propagation loss for the candidate cellular site, the 
coverage area can be seen as those areas for which the loss is less than the 
maximum tolerable propagation loss L,,, that has been determined by 
analysis of the link budget. Instead of propagation loss, the received SNR can 
be plotted and compared to a threshold. In the next several figures, the effect 
of increasing L,,, from 135 to 145 dB will be shown. The coverage area will 
be represented by shading those grid points for which L < L,,,. 

Figure 2.35 shows the grid points for which the propagation loss, 
according to the formula given, is less than 135 dB. 
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Figure 2.35 Areas covered with loss less than 135 dB. 

Comments on the example of L,,, = 135 dB: As seen in the figure, if L,,, = 
135 dB, the cell site under consideration can deliver a reliable signal level only 
to an area within about 0.9 km = 900m of the site. This would be the radius 
of coverage if the site were selected, and there would need to be other sites 
spaced at roughly 1.7 times this distance, or about 1.5 krn. 

The existence of rather large pockets of coverage outside the core 
reception area could be a problem, if the site is used, because mobiles in those 
pockets (affiliated with an adjacent base station) would be likely to hand off 
to the center base station when it is not the nearest base station. A solution 
to this problem is to find another site that does not have these large ~ockets  
of out-of-cell coverage or to increase the coverage area by increasing the value 
of L,,, by some system improvement that frees additional margin, such as 
coding or additional transmitter power. An alternative measure is to raise the 
antenna at the base station by mounting the antenna on a high building to 
reduce the propagation loss to the unshaded areas, or to lower the antenna to 
increase the loss, thereby eliminating the pockets. 
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In Figure 2.36, increasing the maximum tolerable propagation loss by 5 
dB increases the radius of the core service area from about 0.9 km to about 1.3 
km. Coverage is sporadic well beyond this distance in some directions. The 
coverage could be viewed as having a 2-km radius, with some pockets of 
insufficient signal strength-the centers of the subareas that have high build- 
ing density. Possible remedies for this situation include installing repeater 
antennas to boost the cell site signal in the high-density areas or installing 
microcells in the high-density areas, which probably will have a high con- 
centration of call traffic that warrants having separate cell sites of their own 
within the larger cell. 

In Figure 2.37, the coverage is shown for L,,, = 145dB: Raising the 
maximum tolerable propagation loss to 145 dB has resulted in a solid coverage 
area with a radius of about 1.7km. The two high-density areas with 
insufficient signal can be covered by an adjacent cell site. 

Coverage with Lc140 dB (shaded points) 

- 

x distance in km 

Figure 2.36 Area coverage with loss less than 140 dB. 
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Coverage with L<145 dB (shaded points) 

- - l - H C t A - - ~ t m  

x distance in km 

Figure 2.37 Areas covered with loss less than 145 dB. 

Although a good-sized, solid-core coverage area has been created by 
raising the tolerable loss (most likely by increasing power), interference is 
now a problem from this candidate cell site to areas in adjacent cells if a 
regular pattern of cells is employed. We may use sector antennas that can be 
tilted downward to control the extent of the coverage area in a particular 
direction, or, if the call traffic distribution allows, implement the cell as an 
oddly-shaped cell with a noncircular coverage area. For the parameters used 
in this example, the CCIR propagation loss formula as a function of base 
station antenna height, distance, and building percentage is 
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The values of the coefficients A and B as functions of the base station antenna 
height are as shown in Table 2.4. 

In Figure 2.38, the effect on the L,,, = 140 dB coverage area of raising 
the antenna to hb = 50m is shown. As the graphical depictions of the 
coverage areas for L,, = 140dB show, the raising of the base station 
antenna from hb = 30m to hb = 50m has the effect of increasing the radius of 
the core area of the transmitter's coverage from about 1.3 km to about 1.7 
km. Thus, raising the antenna by 10m has produced the same result as 
increasing L,,, from 140dB to 145 dB while keeping the antenna height 
constant at hb = 30m. From a systems viewpoint, it is much easier to raise an 
antenna by 10m than to increase the tolerable propagation loss by 5 dB. As 
discussed previously in connection with the L,,, = 145 dB graph, if the 1.7- 
km radius core area is taken to be the cell, the interference from this 
transmitter to adjacent cells will need to be dealt with in some manner. 

Table 2.4 Coefficients A and B for the example 

x distance in km x distance in km 

Figure 2.38 Comparison of coverage areas when hb = 30m and hb = 5 0  m. 
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2.2 The Mobile Radio Environment 

We have just covered the subject of propagation modeling in cellular design 
with an emphasis on cell site area coverage, using specific examples to illus- 
trate the approach. We now characterize the mobile radio environment in 
terms of the effect of the communications channel on the radio signal and 
discuss such topics as delay spread function, which characterizes a channel 
model by showing the distribution of signal multipath replicas in time. In 
addition to this time-domain description of the channel, we also discuss 
frequency-domain characterizations, including the channel frequency transfer 
function and the Doppler-spread function. The mobile channel almost 
always involves time dispersion and, as we have shown in Chapter 1, this 
phenomenon results in fading due to the combination of multiple paths at the 
receiver. The characterization of fading channels is given in this section, and 
several fading channel types are discussed in terms of time- and frequency- 
selective dispersion, slow and fast fading, and flat and nonflat fading. We 
define these terms precisely. We also consider the relation between fade rate 
and vehicular speed, as a function of fade depth. 

2.2.1 Channel Models 

Between the antenna of the transmitter and the antenna of the receiver, the 
transmitted signal undergoes a variety of effects. The term "channel" refers to 
these effects on the signal and can be thought of as a filter acting on the 
transmitted signal. Included in these effects are attenuation due to path loss 
and various fading phenomena. In an attempt to describe the channel 
mathematically, many channel models have been developed [25-281. Some of 
these models simply describe the loss due to the propagation distance while 
others describe the fading phenomena. Because the channel can be thought of 
as a filter, the channel models can be modeled as the transfer function of a 
filter. 

Most channel models that describe the effect of the channel on the 
signal vary with time. Thus, these models are given mathematically as a 
function of time, which can also be described in the frequency domain. An 
important component of the channel is the arrival of multiple replicas of the 
signal interfering with the desired signal. Another important effect is the shift 
in frequency of the signal due to the relative motion between the transmitter 
and receiver. 
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2.2.1.1 Delay-Spread Function 

One effect of the channel is to create multiple replicas of the signal arriving 
with various amplitudes and phase. This effect can be measured and 
expressed mathematically. Consider a channel that is presented with a com- 
plex envelope input signal z(t), where 

The channel will affect the input signal in such a manner as to produce the 
complex envelope signal w(t) at the output, where 

w(t) = Iw(t) + jQw(t) (2.40b) 

This situation is illustrated in Figure 2.39. The input and output can be 
expressed as a function of frequency by taking the Fourier transform, yielding 

and 

In the time domain, the complex envelope of the output of the channel 
can be expressed as the convolution of the complex envelope of the input z(t) 
with the channel function g ( ~ ;  t): 

where the channel function g ( ~ ;  t )  is the delay-spread function of the channel 
and is generally a complex variable. Note the similarity of (2.41) to (1.17~)~ 

Figure 2.39 The effect of the channel on the input signal z(t). 
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which is the superposition integral for a linear system characterized by an 
impulse response function h(X; t ) .  Thus, g ( ~ ;  t)  is equivalent to an impulse 
response of the channel. If the input to the channel were an impulse at a time 
t = TO, then using z(t) = 6(t - TO) in (2.41) gives 

This example shows that the delay-spread function g ( ~ ;  t )  is the channel 
response at time t to an impulse at a time t - T. Thus, this impulse was trans- 
mitted at a time T seconds earlier than the response at time t. The example 
also shows that the delay-spread function of a channel can be found by 
sending an impulse and measuring the received impulses. 

The channel can also be characterized in terms of discrete intervals 
(i . AT) of time delay as the sum 

Thus, the channel can also be thought of as a tapped delay line with each tap 
weighted by an amplitude coefficient. The output is the sum of delayed 
versions of the input signal, each weighted by the amplitude coefficient. A 
diagram of this representation is given in Figure 2.40. 

For a causal system such as a propagation channel: 

g ( ~ ;  t)  = 0 for T < O  (2.44) 

In addition, if the system is non-time-varying, then the time dependency can 
be dropped, yielding 

Figure 2.40 The channel produces replicas of the input signal. 
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Therefore, the channel acts like an ordinary filter whose output is the convo- 
lution of the input and the impulse response. 

A typical multipath channel is used to demonstrate the delay-spread 
function: Suppose that the input to the system is given by z(t) = s(t) (real- 
valued) and the output of the channel is given by 

A comparison of (2.46~) with (2.41) yields an delay-spread function that is the 
superposition of delayed impulses: 

This form of the delay-spread function can be depicteded graphically as in 
Figure 2.41. 

The delay spread, denoted A,, indicates the degree of time spreading in 
the channel. The delay spread of the channel can be found from various 

Figure 2.41 The delay-spread function of a typical mobile channel. 
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moments of the delay-spread function, g(7; t ) .  The delay spread is the square 
root of the difference between the mean of the delay squared and the square 
of the mean delay, which is expressed as 

The relationship between some of the parameters in (2.48) and the delay- 
spread function of a typical multipath channel is shown in Figure 2.42. 

The delay spread of a channel depends in pan on the proximity of 
scattering objects to the transmitter and receiver. Another factor is the 
amount of scattering agents in the environment. Table 2.5 gives some typical 
examples of delay spreads in different environments [9]. 

The minimum delay 70 is the time required for the signal to propagate 
directly from the transmitter to the receiver. Most of the multi~ath signals 

Table 2.5 Typical values of delay spread 191 

Open area < 0.2 ps 
Suburban area 0.5 ps 
Urban area 

Environment type 
In-building 

Figure 2.42 The delay spread can be calculated using various moments of the delay-spread 
function. 

Delay spread 
< 0.1 ps 
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multipath signals are grouped just after the earliest received signal. Large 
delays relative to TO are seldom received. Thus, it is common to model the 
distribution of the delay spread as the exponential distribution shifted by TO, 

as illustrated in Figure 2.43. If this distribution is normalized by its delay 
spread, then it is given by the expression 

The mean of the normalized exponential distribution is 

The mean square of the distribution is given by 

Thus the standard deviation for a delay with an exponential distribution is 

Figure 2.43 The distribution of delays can be approximated by the exponential function. 
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2.2.1.2 Frequency Transfer Function 

The delay-spread function and the associated delay-spread parameter A, have 
been described in the time domain. The delay-spread function was described 
as different multipath components with varying delays and amplitudes. The 
effects of the delay-spread function can also be described in the frequency 
domain. In the frequency domain, the effects are characterized as the transfer 
function of the channel. 

The transfer function of a system is defined as the output divided by the 
input. This can be expressed in the frequency domain as 

and 

T(f; t) = [:g(~; t) e-i2"fT d r  = +Ig(r;  t)) (2.51b) 

In general, T (  f ;  t )  is a complex-valued, time-varying function. 
If the input to a linear time-invariant system is ej2"fdt, whose Fourier 

transform is 6(f - fd), then the output is given by 

3 - ' { ~ ( f )  6(f - fd)} = S m H ( f )  -CO 6(f - fd) eiZrftdf = H(fd)ejzfdt (2.52) 

The quantity H(fd) by definition describes the gain of the system to the 
input ej2"fdt. If the system is time varying, then the transfer function will 
have a similar relationship. 

Assume that the real-valued bandpass signal is 

~ ( t )  = COS [2n( fo + fd)t] = COS ( 2 ~  fat + 2rfdt) 

= R(t) cos [2n fot + +(t)] (2.53) 

observe that the value of the envelope is R(t) = 1 and the phase function is 
$(t) = 27r fdt. The complex envelope is then given by 

When the complex envelope of the time-varying channel input is z = ej2"fdt, 
then the complex envelope of the channel output is, by definition, 
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The integral on the right-hand side of the equation is the Fourier transform of 
the delay-spread function with respect to the delay variable T.  Thus, the 
envelope of the output is 

Therefore, the time-varying frequency transfer function embodies the 
very same concept of input-output relationship that the non-time-varying 
transfer function does. 

The channel transfer function now will be used to explain the concept 
of a coherence bandwidth for the channel about frequency fo and at time t. 
Suppose that two components of the signal, 2.1 and 2.2, have frequencies 
fo + fd and fo  - fd .  That is, the signal contains the sinusoids 

zl (t) = Alcos[2~(fo + fd)t + &] = ~ e { ~ ~ e j ~ " ~ ~ ~ ~ i ~ ~  . ej2"fot) (2.57a) 

and 

(t) = A2cos[2r(fo - fd)t + 421 = ~ e { A ~ e - j ~ ~ f d ~ + J 4 2  . e ~ ~ ~ f " ~ }  (2.5%) 

with the respective complex envelopes 

The complex envelopes at these frequencies at the output of the channel are 

wl (t) = zl T( fd ; t)  = AlejzAfdt+j4l - T( fd  ; t)  (2.59a) 
and 

w2(t) = z2 . T(- fd ; t)  = ~ ~ e - J ~ ~ f d ~ + j h  . T(- fd ;  t)  (2.59b) 

in which the center frequency fo is implicit in the definition of T(f;  t) 
because the operation of the channel on the complex envelope of the signal is 
under consideration. A measure of the coherence or agreement between the 
signal components in the frequency domain, after being affected by the 
channel, is the correlation or coherence function 
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in which E{ . ) denotes expectation (statistical averaging). (2.60) uses the fact 
that T(- fd ; t) is the complex conjugate of T(fd;  t), a fact that follows from 
the definition of the frequency transfer function in (2.56). 

In concept, the coherence bandwidth of the received process is the 
frequency separation beyond which frequency components of the received 
complex envelope are statistically independent, under the assumption that the 
scattering effects of the channel are adequately modeled by a random delay- 
spread function g ( ~ ;  t)  that is a Gaussian RV, for which statistical indepen- 
dence is equivalent to a zero correlation between the components. As a 
practical matter, instead of zero correlation we may define the coherence 
bandwidth B, as the frequency separation fd = B, such that 

The frequency separation at which the coherence between signal components 
falls to 112 is twice the coherence bandwidth or 2Bc. Assuming that the 
correlation between the original signal components, E{zl . z2), is relatively 
independent of frequency, the coherence then is proportional to the average 
value of IT(fd; t)12, the squared magnitude of the channel transfer function. 
In any event, the coherence bandwidth of the channel can be defined as the 
value of fd = B, that causes the value of IT(fd; t)12 to fall to one-half its value 
for fd = O. That is, B, can be thought of as the 3-dB bandwidth of the 
channel about the assumed center frequency fo, as illustrated in Figure 2.44. 

Figure 2.44 Definition of coherence bandwidth of the channel in terms of the frequency 
transfer function IT( fd ; t)12. 
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Example 2.1 Suppose that the delay-spread function is non-time-varying and 
is given by 

g(7; t) = g, (7) = K e-(r-T~)/A~ (2.62) 

where T 2 TO and K = a constant. Find the transfer function for the channel. 
Solution: The transfer function, also non-time-varying, is 

The coherence measure for this example is 

and the coherence bandwidth is found from 

In the absence of specific information about the delay-spread function or the 
channel frequency transfer function, it is customary to use (2.65) to define the 
coherence bandwidth B, in terms of the delay spread A,. 

2.2.1.3 Doppler-Spread Function 

In the frequency domain, the Fourier transform of the output complex 
envelope, W(f) ,  with respect to the delay parameter T can be modeled as the 
product of the channel frequency transfer function T( f ;  t )  and the transform 
of the input complex envelope Z( f ); that is, W ( f )  = Z( f )  . T( f ;  t). The 
transform of the output complex envelope can also be thought of as the 
convolution of the transform of the input complex envelope and a function 
called the Doppler-spread function, denoted H(u; f): 
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Suppose that the Doppler-spread function is an impulse: H(v; f )  = K 
S(u - fd); then the output of the channel in the frequency domain is 

The value of H(v; f )  at v is the portion of the output spectrum at frequency 
f that is due to shifting the input spectrum up by v Hz. Reflections from 
moving objects can cause a Doppler shift in the frequency domain. The shift 
in frequency is proportional to the relative motion of the transmitter, 
scatterers, and receiver. In a multipath situation involving motion, therefore, 
the channel output spectrum can be the superposition of several shifted 
versions of the input spectrum. The Doppler-spread function is used to 
model this phenomenon. 

The channel can also be characterized in terms of discrete intervals 
(i . Av) as the sum 

(2.68b) shows that the channel output spectrum is a weighted sum of shifted 
versions of the input spectrum. This concept is illustrated in Figure 2.45. 
The degree of Doppler spreading is characterized by the Doppler spread F, , 
which is defined to be the root-mean-square second moment of H(v; f ) ,  as 
depicted in Figure 2.46: 

.................................... 
I 

Input I I 
I 

Freuuencv shifts I 

I 
I Summation ! 

Figure 2.45 The output spectrum is a weighted sum of shifts of the input spectrum. 
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Figure 2.46 Relation of the Doppler spread to the distribution of the frequency shift v. 

2.2.1.4 Combined Delay Spread and Doppler Spread 

The delay-spread function has been shown to model the propagation channel 
as shifts in the time domain. Delays are caused by the signal reflecting off of 
multiple objects. The delay-spread channel is modeled by convolving the 
delay-spread function with the input function. Similarly, the Doppler-spread 
function models the channel as shifts in the frequency domain. The shifts in 
frequency are due to the motion of the scattering objects. The Doppler- 
spread channel is modeled by convolving the Doppler-spread function with 
the channel input in the frequency domain. These models involve a single 
convolution and/or Fourier transforms. Next, the two channel models will 
be combined to produce a model that includes both a convolution and 
Fourier transform. 

The channel output may be written 

In which U(T; u)  is introduced as the Fourier transform of g ( ~ ;  t )  with 
respect to the time variation of the channel (the second argument of the 
function): 
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U(T; u) is a delay-Doppler-spreading function that models both time-delay 
spreading and frequency-shift spreading From the defining equation for 
U(T; u), the channel output is seen to be modeled as the weighted sum of 
delayed and frequency-shifted versions of the input: 

Example 2.2 Consider the propagation environment depicted in Figure 2.47. 
The recived signal has three components: the direct path do, the path reflected 
from a fixed reflector dl, and the path reflected from a moving reflector d2. 
The delays for each of these paths are listed below: 

Direct path: do r0 = - = constant 
C 

Reflection 1: 

Reflection 2: 

71 = 
dl1 + dl2 = constant 

C 

Find the delay-spreading function and combined delay- and Doppler- 
spreading function. 

Solution: The delay-spreading function for this example is 

The combined delay and Doppler-spreading function, then, is 

Direct path y..... ..,"- -..-. . "-... d2, 
do -----r.eF 

.--.._. ___- .-.-. . . -..._. d;;------ .-----. ---. ....' ...-- dl1 .*. -... --.. ___----- .... .. 
Transmitter --:-.:. ....... -.--- 

d22 
Y 
Receiver 

antenna antenna - 
Reflector #1 Reflector #2 

(fixed) (moving) 

Figure 2.47 Example propagation environment. 
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J - W  

The first two terms in (2.74) include a delay with no Doppler. The third term 
includes both delay and Doppler. The transform needed to complete the 
calculation for the example is 

J -W 

Let 
a  = T - 7-20 - ~t  and dt = - d a / ~  (2.75b) 

then 

Using the result of the calculation, the combined delay-spreading and 
Doppler-spreading function for the example is found to be 

For the channel input ej2nfdt, the complex envelope of the channel output for 
this example is 

w ( t )  = z( t  - 7 )  g ( 7 ;  t )  d~  L, (2.77a) 

- - ,, e i2* fd( t -~o)  + ,, ej2nfd(t-+1) + 2 ej%fd[t( l - lo  9 2 0 1  (2.77b) 
K 



Mobile Radio Propagation Considerations 229 

Note that the first two terms in (2.7713) have only a delay component. The 
third term has both a delay component and a frequency shift (Doppler) com- 
ponent. The delay components are a result of the delay in the propagation 
distance between the receiver and transmitter. The Doppler component is a 
product of the motion of the second scattering object. 

2.2.2 Fading and Fade Rate 

2.2.2.1 Characterization of the Random Fading Channel 

It has been shown previously that the effects of a time- and/or frequency- 
dispersive channel can be modeled by writing the channel output w(t) as the 
superposition of delayed replicas of the channel input z(t): 

with the effect on the respective complex envelopes with respect to the center 
frequency fo being modeled by 

The time-varying delay-spreading function that corresponds to this model is 

The time-varying attentuation factors {a',(t)) are complex numbers 
that represent the propagation losses and center-frequency phase shifts on the 
individual paths, which are indexed by n. A kind of "fading" of the received 
signal occurs when either the receiver or the transmitter moves, causing 
variation in these propagation losses as, for example, discrete paths alternately 
interfere with each constructively and destructively. 

The time delays {~ , ( t ) )  are real numbers that represent the path delays. 
The rate at which these delays vary, due perhaps to receiver or transmitter 
motion, strongly influences the multipath channel's effect on the signal. 



230 COMA Systems Engineering Handbook 

Suppose that the transmitted signal is a unit-amplitude sinusoid at 
frequency fa and that there is no relative motion between transmitter and 
receiver. Then the complex envelope of the signal and its Fourier transform 
are 

z(t) = 1 and Z( f )  = 6(f)  (2.80a) 

The complex envelope of the channel output in the time domain is 

The time variation in the attenuation factors {an(t)) is usually insignificant 
except for large dynamic changes in the medium. The phase angles {8,(t)) 
can rapidly change by 27r, however, whenever a delay 7, varies by as little as 
=t l/ fo . 

The time delays can vary randomly and at different rates. The net 
effect of this variation is to produce a channel output complex envelope that 
can be modeled in the time domain as a complex Gaussian random process. 
In this case, the delay-spread function g(7; t )  can be viewed as a complex 
Gaussian random process in the t variable. The variation in the output com- 
plex envelope is known as fading. The magnitude of a zero-mean complex 
Gaussian process lg(7; t)l is a Rayleigh distributed RV. Therefore, the 
phenomena created by variations in the time delays is termed Rayleighfading. 

Given that the delay-spread function g(7; t) is a zero-mean, complex 
Gaussian random variable, it can be described by the correlation function 

A 1 
Rg(7; At) = 3 E{~*(T; t )  g(7; t + At)) (2.8 1) 

in which the asterisk (') denote complex conjugation. In the special non- 
time-varying case, the correlation function is called the multipath intensity 
profile, Rg(r; t )  = 4 g ( ~ )  [29]. This function can take the form 
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The value T, is an alternative measure of delay spread that applies to random 
channels, whereas previously A, was used. 

Recall that g(7; t)  and T( f ;  t)  are a Fourier transform pair. Thus, if 
g(7; t) is a zero-mean RV, then T(f ;  t)  is also a zero-mean RV. Given that 
T( f ;  t )  is a zero-mean, complex Gaussian random process, it can be described 
by the correlation function 

This function is sometimes called the spaced-frequency spaced-time correlation 
function of the channel [26]. For the non-time-varying case, RT(A f ;  0) 5 
~ T ( A  f )  is the Fourier transform of dg(7): 

Using the exponential model shown in (2.82), the value of f )  is 

Note that I 6T (A f ) 1, the magnitude of the frequency-domain correlation 
function, is maximum at A f = 0 and falls to one-half its value for 27r(A f )Tm 

n 
equal to 1. Thus, PC = l/Tm can be defined as a measure of the coherence 
bandwidth of the random channel. 

When PC = l/Tm is small in comparison with the signal bandwidth W,, 
the frequency content of the signal is distorted by the channel, and the 
channel fading then is said to be frequency-selective, which has the same 
meaning as time-dispersive since a small PC is equivalent to a large T, : 

ws - = W,T, >> 1 + time-dispersive or frequency-selective (2.86) 
PC 

When PC = l/Tm is large in comparison with the signal bandwidth, the 
frequency content of the signal is not distorted by the channel, and the 
channel fading then is said to befiequency-flat. 



232 COMA Systems Engineering Handbook 

ws 
- = WsTm << 1 + non-time-dispersive or frequency-flat (2.87) 
P C  

It has been shown above that a time-dispersive channel yields a 
frequency-selective fading channel. It is possible, however, that a channel can 
be frequency-selective and yet not be a fading channel. The frequency selec- 
tivity is a result of multiple transmission paths, giving rise to the delay spread. 
The fading that may or may not accompany the frequency selectivity is a 
result of the time variation of the delays. 

When the bandwidth of the signal greatly exceeds the coherence 
bandwidth of the channel, it follows that the symbol duration is much 
smaller than the delay spread, allowing for possible resolution of multipath 
components: 

When the bandwidth of the signal is much less than the coherence bandwidth 
of the channel, it follows that the symbol duration is much greater than the 
delay spread. This reduces intersymbol interference due to the multiple 
paths, but the paths themselves are not resolvable: 

Similar to the spaced-frequency correlation function RT(A f ;  0) - 
+T(A f ), a spaced-time correlation function [26] can be defined as 
RT(O; At) = ?,!JT(A~). 

Note that the Fourier transform can be taken of the space-frequency, 
spaced-time correlation function with respect to At, the time spacing. The 
transform with respect to a time parameter reflects the "frequency (Doppler 
shift) content" of the time variations in the channel, parametric in the "fre- 
quency (selectivity) content" of the delay spreading: 

03 

RT(A f ;  At)  e-j2TxcAt) d (At) (2.90b) 

In particular, for A f = 0, we have 
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S (A) = ST(O; A) = GT(At) e-j2nx(At) d (At) (2.9 1) 

which is called the Doppler power spectrum of the random channel in [26] .  
The "bandwidth" of S(X) is known as the Doppler spread of the channel and 
may be denoted P d .  Because S(X) and ~ T ( A t )  are a Fourier transform pair, 
we understand that a large Pd corresponds to a short correlation time 
(coherence time Tc) in T(f; t), orfdstfdding. Similarly, a small Od corresponds 
to a long correlation time (coherence time T,) in T( f ;  t), or slowfading. 

A summary of the relationship between the spaced-frequency correla- 
tion function and the multipath intensity profile is illustrated in upper part of 
Figure 2.48 [28]. The relationship between the spaced-time correlation 
function and the Doppler power spectrum can be found in the lower part of 
Figure 2.48. 

Spaced-frequency correlation function Multipath intensity profile 

Fourier transform 
pair , Q)g(d 

P C  a In, - Af 
Coherence bandwidth. PC 
. 

Delay spread. T,,, 

Spaced-time correlation function Doppler power spectrum 

Fourier transform 

Coherence time. T, Doppler spread, p, 

Figure 2.48 Summary of random channel characteristics. 
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2.2.2.2 Commonly Used Fading Terms 

Several commonly used terms describe the fading channel. Among these are 
long-term and short-term fading, which relate to the local average and 
instantaneous signal levels. Frequency-selective fading, as the name implies, 
affects only certain frequencies. Time-selective fading is analogous to fre- 
quency-selective fading except that it is in the time domain. A channel that is 
both time- and frequency-selective is described as doubly dispersive. In a flat- 
fading channel, there are no dominant fading mechanisms, but fading occurs 
from the random channel fluctuations. 

Fluctuation in a received signal level experienced by mobile radio users, 
known as fading, is due to various effects. These include the variation in 
propagation path loss as a receiver or transmitter moves from position to 
position. The attenuation on the path changes as it becomes more or less 
clear of the terrain and other obstacles. This relative motion between the 
transmitter and receiver also changes the affects of multipath interference as 
reception of multipath signals become more or less coherent. These 
variations in path loss or multipath interference while the receiver and 
transmitter are stationary, can be caused by changes in positions of obstacles 
or reflectors. Additional impacts on fading can be caused by variations in 
atmospheric parameters. 

A typical time history of the received signal level for a mobile receiver 
as it moves about the coverage area is shown in Figure 2.49. This signal has 
two major fading components. The first is the rapid fluctuation in signal 
strength, and the second is a slower variation in the signal strength. The 
slow-varying component can be obtained by taking a local time average of the 
signal. Long-term fading is associated with the slow-changing part, and short- 
term fading is associated with the fast-changing part. 

On  a dB scale, the received signal level as a function of time can be 
decomposed into the long-term and short-term fading parts: 

On  an absolute scale, therefore, the received signal level as a function of time 
is the product of long-term and short-term variations: 
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Figure 2.49 Short- and long-term fading. 

In general, the long-term fading is due to propagation factors, while short- 
term fading is due to multipath factors (Rayleigh fading). 

When the channel is time-dispersive, that is, stretches pulses in time 
because of multipath propagation, the combination of time delays has a 
frequency-dependent effect on the signal. The terms frequency-selective and 
time-dispersive are equivalent. A channel is considered frequency-selective 
when the delay spread is significantly larger than the inverse of the signal 
bandwidth, which can be expressed as 

If the channel has a significant delay spread, but an insignificant Doppler 
spread, it can be described as a time-dispersive-fat channel. 

When the channel is frequency-dispersive, that is, stretches the signal 
bandwidth in the frequency domain due to Doppler effects, the combination 
of Doppler shifts has a time-dependent effect on the signal. The terms time- 
selective and frequency-dispersive are equivalent. A channel is considered time- 
selective when the Doppler spread is significantly larger than the signal 
bandwidth: 

Fs >> W, (2.94) 

If the channel has a significant Doppler spread but an insignificant delay 
spread, it can be described as a frequency-dispersiveflat channel. 
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If a channel has both a significant delay spread and a significant Doppler 
spread, it is described as both time- and frequency-selective, or both time- and 
frequency-dispersive, or simply doubly-dispersive. In terms of the signal's 
bandwidth, doubly-dispersive channels are those for which 

AT >> l/Ws and Fs >> Ws (2.95) 

The termflatfading refers to the situation in which neither delay spread 
nor Doppler spread is significant. In terms of signal bandwidth, flat-fading 
channels are those for which 

AT < 1/W, and F, << W, (2.96) 

The changes in reception that make up the fading do take place in time. For 
flat fading, however, they are associated with the randomness of the channel 
rather than with motion or other sources of time variation. 

A summary of fading channel types is given in Figure 2.50. 

W, << PC and Ts << Tc 

u 
WsT, = 1 << PCTc, PdTm = & << 1 

Flat, slow fading 

0 One apparent path 

Channel constant during symbol 

W, >> PC and T, << Tc 

Frequency selective, slow fading 

Resolvable multiple paths 

Channel constant during symbol 

W, << PC and Ts >> Tc 

0 Flat, fast fading 

0 One apparent path 

0 Channel varies during symbol 

W, > PC and T, >> Tc 

u 
WsTs=l>PcTc, P d T m = & > > l  

Frequency selective, fast fading 

0 Resolvable multiple paths 

0 Channel varies during symbol 

Figure 2.50 Summary of fading channel types. 
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2.2.2.3 Fade Rate and Vehicular Speed 

In mobile radio systems, the received signal level varies with time. In part, 
the variation in time is due to the change in the propagation loss that occurs 
as the vehicle travels from one position to another, giving rise to relatively 
slow-changing shadowing effects as the propagation path encounters natural 
and man-made obstacles. In addition, there may be a relatively fast-changing 
fading effect due to the interaction of multiple signal components arriving 
over slightly different paths that interfere with one another, sometimes con- 
structively and sometimes destructively. In many cases, the amplitudes of the 
multiple signal components that contribute to fast fading are subject to 
random variation that can be modeled by a Rayleigh distribution. The rate of 
the variations in the fast-fading effects can be related to the vehicle's speed, 
through the Doppler effect. In this subsection, background is provided on 
the Doppler effect and its influence on the rate and duration of fast fades. 

Consider the transmission of a signal consisting of a pure tone at 
frequency fo between two antennas, separated by distance d, that may be 
moving. The Doppler effect of the relative motion between transmitter and 
receiver antennas is seen at the receiver as a shift in frequency to fi: 

where c is the speed of light and d is the time derivative of the distance 
between the antennas, as illustrated in Figure 2.51. Let the transmitter be at 
the position (xo, yo, zo) = (0,0,0) and the receiver at the position (xi, yi, 
zl). Then the distance from the transmitter to the receiver in a rectangular 
coordinate system is 

The position of the receiver, relative to that of the transmitter, can be de- 
scribed in terms of the distance d as the length of the vector 

7- = (21 - XO) U, + (y1 - yo) u Y + (zl - z0) u, (2.99a) 

= d x ( ~ 0 ~ 6 ,  . u, + cos6, u, + cos6, . u,) (2.99b) 
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Transmitter 
antenna 

fo 

Receiver I an;"" 

Figure 2.51 Situation involving the Doppler effect. 

where uz ,  u,, and u, are unit vectors in the z ,  y, and a directions, 
respectively, and Ox, 8,, and 8, are the respective direction angles of r with the 
axes in the coordinate system depicted in Figure 2.52. 

The time derivative of the receiver's relative position is 

= (i, r/lrl) = Inner product of i. and r/d (2.100~) 

Defining v as the magnitude of the time derivative of the distance vector, the 
inner product can be expressed as 

Transmitter 

--------9 

Figure 2.52 Geometry of the receiver position relative to the transmitter. 
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using a to denote the angle between the distance vector and its derivative; 
that is, the angle the relative motion of the receiver makes with the direction 
from the transmitter to the receiver. Thus, the shifted frequency at the 
receiver is 

where 
d v cosa 

A f ( a )  = -fo = - f O  = fmcOSa 
C C 

using fm to denote the maximum shift in frequency. The quantity fm is 
given by 

v 
fm(Hz) = - fo = v ( ~ / s )  x - """ - - v(m/s) x 

f o (MHz) 
C c (m/s) 300 

(2.103) 

In this expression, v(m/s) denotes the numerical value of the speed of the 
receiver relative to the transmitter when expressed in units of m/s, and 
fo(MHz) denotes the numerical value of the frequencywhen expressed in 
units of MHz. 

Example 2.3 Obtain formulas for the maximum Doppler shift for speed 
expressed in units of m/s, km/hr, ft/s, and mi/hr, and plot the value of 
maximum Doppler shift as a function of speed in km/hr and mi/hr for center 
frequencies of 500 MHz, 850 MHz, 1 GHz, and 2 GHz. 

Solution: For the different units of speed, the following formulas for 
the maximum Doppler shift fm may be used: 

special case of fo = 850 MHz 

fmwz) = fOwHd v(m/s) = 2.83 x v(m/s) (2.104a) 300 
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The value of fm in Hz is shown as a function of v in km/hr in Figure 2.53 
and as a function of v in mi/hr in Figure 2.54. 

To discuss the rate of fading, it is necessary to consider the distribution 
of fading signal amplitudes. A signal that is undergoing Rayleigh fading has 
the following pdf for its envelope (see Section 1.5.8.2) R: 

where o2 denotes the average value of ; R ~ ,  the signal power; (2.105) is 
plotted in Figure 2.55. The mean square value of R was shown in Chapter 1 
to be 202, with the root-mean-square value R,,, = The mode of the 
Rayleigh distribution, that is, the most likely value, is easily shown by 
differentiation of the pdf to be 

The cumulative distribution function (CDF) for the Rayleigh distribu- 
tion is the probability that the random variable is less than or equal to some 
given value: 

0 20 40 60 80 100 

Speed in kmlhr 

Figure 2.53 Maximum Doppler shift versus speed in kmlhr. 
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Speed in milhr 

Figure 2.54 Maximum Doppler shift versus speed in milhr. 

0 1 2 3 4 5 6 7 8  

alo 

Figure 2.55 Rayleigh pdf. 
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A plot of FR(a)  is given in Figure 2.56. Viewed on logarithmic paper, the 
Rayleigh cdf has a very linear appearance for most of the distribution, as 
shown in Figure 2.57. An example value of the cumulative distribution 
function: at the envelope rms value (R,,,), the value of the cdf is 

That is, the signal envelope is below its rms value with a probability of 63%. 

Measure of fade depth, p. The relative value of the signal envelope R at a 
given time can be greater than or less than the rms envelope value, &,,. If 
the envelope falls below its rms value to some degree, the signal is said to be 
experiencing a "fade." It is convenient to use the parameter 

to indicate the degree of fading. In terms of this parameter, the cdf for the 
envelope is 1 - e-p2. As we have seen, the probability that p is less than 1 is 
0.63; that is, there is a 63% chance of a fade of some degree. Thefade depth or 
degree of fading of signal power is usually expressed as 

Fade depth in dB = - 20 loglo p = -20 loglo(R/RTms) (2.108b) 

Example 2.4 Find the probabilities of a 20-dB fade and a 10-dB fade for 
Rayleigh fading. 

Solution: A 20-dB fade means p = 10-20/20 = 0.1, with the probability 
F~(0 .01 )  = 1 - e-O.O1 = 0.01. A 10-dB fade means p = 10-10/20 = fi = 

0.316, with the probability FR (0.1) = 1 - e-O.' = 0.095. 

The fade rate of Rayleigh fading mobile radio signals has been modeled 
as the average level-crossing rate of the envelope of a narrowband Gaussian 
process with a Doppler-shifted spectrum [30]. An expression for this average 
1s 
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Figure 2.56 Rayleigh cumulative distribution function. 

Figure 2.57 Rayleigh cdf plotted on a logarithmic scale. 
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NR = Average number of level crossings per second (fade rate) 

= fmPf ie-p2 ,  Envelope level 
= Envelope rms value 

A derivation of this expression is given in Appendix 2B. 

Example 2.5 Find the formulas for the rate of 10-dB fades as a function of 
speed in m/s, km/hr, ft/s, and mi/hr. 

Solution: For a 10-dB fade in signal power relative to rms power, the 
fade depth parameter value is p = 0.316, resulting in a factor of 

In that case, formulas for the fade rate (crossing rate) for different units of 
speed are given below: 

special case of fo = 850 MHz 

NR = fm .0.7172 fo (MHz) 
300 

v(m/s) 0.7172 = 2.03 x v(m/s) (2.1 1Oa) 

A graph of fade rate versus the fade-depth parameter p is given in Figure 
2.58, and the rate of 10-dB fades is plotted in Figures 2.59 and 2.60, 
respectively, against speed in km/hr and mi/hr with frequency as a 
parameter. The fade rate as a function of speed and parametric in fade depth 
is plotted in Figure 2.61. 

The average duration of a fade below a certain level is also derived in 
Appendix 2B for Rayleigh fading and has the following value: 

- 
T = Average duration of fade level p 
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Figure 2.58 Fade rate as a function of fade depth. 
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Figure 2.59 Fade rate versus speed in kmlhr. 
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Figure 2.60 Fade rate versus speed in milhr. 
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Figure 2.61 Fade rate versus speed in kmlhr, fade depth varied. 
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Example 2.6 Find the average duration of 10-dB fades as a function of speeed 
in m/s, km/hr, ft/s, and mi/hr. 

Solution: For a 10-dB fade in signal power relative to rms power, 

p = = 0.316, giving 1 - e-p2 = 0.0952. In that case, formulas for the 
fade rate for different units of speed are given below: 

special case of fo = 850 MHz 

Lognormal Shadowing 

In addition to the reference value of attenuation, the Longley-Rice propa- 
gation loss model calculates an estimated standard deviation ac(dB) for the 
propagation loss in dB. The implication is that 

L(dB) = A,, (dB) + L s(dB) + ac(dB) x G ( 0 , l )  (2.1 13) 
" 

Lmed (dB) 

where G(0, 1) denotes a zero-mean Gaussian RV with unit variance, Lf, is 
the free-space loss, and Aref is the reference (median) excess attenuation or 
loss due to terrain. A typical value of ac(dB) is from 8 to 10 dB. As discussed 
in Section 1.5.4, the propagation loss is thus understood to be a lognormal RV 
The variation in Lmed is due to many factors, including the presence or 
absence of obstacles in the LOS that can shadow the receiver. The term 
shadowing refers to the fact that a hill or other obstruction can block the 
radio signal, much like it does the light from the sun, as illustrated previously 
in Figure 2.14. In Section 1.5.10, the distribution functions and moments of 
lognormal random variables are given. Also, in Chapter 10, we use 
lognormal statistics in the evaluation of CDMA link reliability and Erlang 
capacity calculations. 
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Appendix 2A Details of Propagation Loss for Irregular Terrain 

2A.1 Angles of Elevation 

Most propagation calculations use the angles of elevation of the radio 
horizons. If Earth were a smooth sphere, as illustrated in Figure 2A.1, then 
the horizon distances would be dLst and dLs,, and the angles of elevation Bet 
and Oe, above the local horizontals would be the negatives of the Earth angles 
(angular distances) Ot and 0, , respectively. That is, in radians: 

and 

Therefore, from Figure 2.61 and the definitions of the angles in radians, in the 
smooth-Earth case and for many LOS cases the great circle distance (d), 
angular distance (0), and elevation angles are related by 

(2A. lb) 

which by transposition gives 

showing that 9 is the angular distance in excess of LOS. Median values of the 
horizon elevation angles for irregular terrain may be estimated from the 
following empirical formula [5] :  

Oei = smooth-Earth value + increase for Ah > 0 (2A.2a) 
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Figure 2A.1 Smooth-Earth angular geometry. 

in which Ah is the terrain irregularity parameter and dLi (z = t ,  r) is the 
rough-Earth horizon distance, as discussed in the text. 

For calculating propagation loss parameters for transhorizon paths, the 
angular distance 8 in excess of the LOS distance for a great circle distance d is 
then estimated by [5] 

where 
n 8, = max (8,1 + 8,2, -dL/a) 

in the light of (2A.2b), this expression for 0 has the interpretation 
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= smooth-Earth value + terms positive for Ah > 0 (2A. 3 d) 

In [5], it is observed that values of 6 calculated using estimated horizon dis- 
tances tend to be considerably less accurate than those using actual horizon 
distances from terrain profiles. 

2A.2 LOS Path Loss 

Another parameter describing the terrain is the terrain roughness factor ah, 
defined in [5] as "the root-mean-square deviation of terrain and terrain clutter 
within the limits of the first Fresnel zone in the dominant reflecting plane." 
In [32], Oh is defined as the standard deviation of surface irregularities relative 
to the mean height of the surface. 

The roughness factor pertains to LOS situations with little or no path 
clearance and affects the value of the ground reflection coefficient used in 
calculation of the propagation loss over a smooth Earth. The empirical 
formula given in [5] for Oh in meters is 

Because of the terrain, generally the maximal great circle distance d  for 
which LOS propagation can occur is less than it is for a smooth Earth, since 
d L  < dLs for Ah > 0. When d  < d L  , however, LOS propagation can occur 
and the transmission path loss is less than that for a smooth Earth because the 
terrain surface roughness tends to weaken the reflected ray [9]. The effective 
magnitude of the ground reflection coefficient in [5] is estimated by the 
empirical formula 

Re = \iE- { 1 ~ 1  e-2Tuhsin*/A, JRI e -2auhsin+/~ > max (m, 0.5) 

GO1G0z otherwise 
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where 

GTi = antenna gain of radio i in the direction of the reflecting point (2ASb) 

Goi = antenna gain of radio i in the direction of the other radio (2A.5~) 

Unless the antenna beams are very narrow or are directed away from Earth's 
surface to minimize reflection from the surface, GTi = Goi . 

The attenuation factor 27rahsin$/X in (2.118a) is related to the Rayleigh 
criterion, given in [32] as the quantity C = 2mh$/X; the surface is smooth 
enough for specular reflection if C < 0.1, and a surface is considered "rough" 
if C > 10. 

With a reflection coefficient R = R&(T-C) instead of R = -1, the LOS 
path loss in excess of free space becomes 

As Ah increases, R, decreases from the idealized value of 1, and the amount 
of interference from the reflected ray decreases, tending to cause the total 
LOS path loss to be close to that of free space (LLOS -' 0). Another effect of 
the terrain irregularity, however, is that as Ah increases, the diffraction mode 
of propagation becomes more important, even at LOS distances. 

2A.3 Diffraction Loss 

For irregular terrain, there are two diffraction theories used for prediction of 
BLOS path loss, corresponding to (1) a nonspherical but smooth Earth and (2) 
a highly irregular Earth such that the radio horizons are determined by knqe- 
edge obstacles. In addition, an empirical adjustment called a clutterfactor in 
[5] is used to fit the models to measured path losses. For cellular applications, 
where distances are well within smooth-Earth horizon distances, and terrain 
and building obstacles are the likely causes of diffraction, the contribution of 
the first term is negligible. These considerations give rise to two 
nonnegligible diffraction loss terms--denoted here by Ld2 and Afo. 
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The knife-edge model of diffraction, giving rise to an estimate of 
diffraction loss, Ld2, is based on the assumption that the horizon distances 
dL1 and dL2 are determined by rather sharp terrain obstacles, and the geo- 
metrical models shown in Figure 2A.2 are used for analysis. The concept of 
applying the knife-edge theory to BLOS diffraction is developed as suggested 
in the top part of Figure 2A.2, in which two triangles similar to the one at the 
top of the figure are superimposed on a path profile, with the horizons acting 
as the knife edges. In [5] and [6], the total loss over the two edges is calculated 
using the geometry illustrated at the bottom part of Figure 2A.2: 

Using the approximate geometry shown and the fact that the angles 
involved are so small that tangents and sines can be replaced by the angles, the 
arguments vl and v2 may be derived from 

2 2(d - d~ + d ~ i )  vi M aip i ,  i = 1 , 2  (2A.8a) 
X 

d - d  --I 

Concept of the horizons as knife edges 

Approximate knife-edge geometry 

Figure 2A.2 Geometry for diffraction calculations. 
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using 

and 

it is found that 

In addition to Ld2, an empirical third component of diffraction loss 
called the "clutter factor" is given by [5]  

Afo = min ( 5  loglo [1 + . hgl h,2 fmz a h ( d ~ , ) ]  , 15 d ~ )  (2A.10) 

A total diffraction path loss estimate, then, is 

Appendix 2B Derivation of Fade Rate and Duration Formulas 

The mobile radio signal is subject to fading of different kinds: Rayleigh 
fading due to unresolvable multiple paths that interfere with one another, and 
lognormal shadowing due to terrain masking. Both kinds of fading are highly 
dependent on the vehicle's position relative to terrain and buildings that can 
either block or reflect the signal. Even if the vehicle is not moving, these 
objects may be moving, so that in general, the fading manifests itself as a time- 
varying signal amplitude. 

The effect of vehicular motion on the spectrum of the received signal 
can be analyzed as follows: The maximum Doppler shift of the signal's 

v frequency (f,) is f, = - . v 
f, = , where V is the vehicle's speed and A, is 

the signal wavelength. Because the angle a between the direction of arrival of 
the signal and the direction of the vehicle's travel varies, the amount of shift 
varies also. 
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Let the received frequency be f (a) = fc + fmcos a. Then, if the angle 
of arrival is a uniformly distributed RV, the pdf for the received frequency is 

which gives a rough indication of the spectral distribution of the signal from 
the probabilistic point of view. Alternatively, we can postulate many multi- 
path arrivals, so that there is an arrival at every direction. Assuming these 
arrivals have equal energy, the total received waveformdue to the original 
transmission of the single frequency f, has the power u2 and the spectrum 

The form of this spectrum is plotted in Figure 2B.1. 
The autocorrelation function that corresponds to the Doppler spectrum 

shown in (2B.2) is found as the inverse Fourier transform of S(f): 

f -  f,, Hz 

Figure 2B.1 Doppler-induced power spectrum. 
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R(T) = S _ m _ ~ ( f )  e)"jT df = 2 S(f) cos(2nfr) d f ,  S(f) even Irn 
- o2 /fm+fc cos(2n f T) 

7r -fm+fc df2 - (f - f J 2  d f 
where 

cos(27r f 7) = cos[27r fCT + 27r( f - f , ) ~ ]  

Because sin[27r(f - f , ) ~ ]  is an odd function in the interval 1 f - fcJ  < fm , 
only the cosine term is significant, and after a change of variable (v = f - f,), 
the correlation function is found to be 

where Jo(.) is the Bessel function of the first kind, order zero, and integral 
3.753.2 of [33] was used. Note that R(0) = power = a2. The form of this 
autocorrelation function reveals that the quadrature components of the fading 
signal are not correlated, and that they each have the autocorrelation function 
g(7) = g2Jo ( 2 r f m ~ ) .  

Because the envelopes of the multiple paths are Rayleigh-distributed, 
the multipaths are narrowband Gaussian random processes, malung the total 
received waveform a Gaussian random process. The autocorrelation function 
of the envelope of narrowband Gaussian process with autocorrelation 
function g(r)cos27rfCr involves the Gaussian hypergeometric function 
2Fl (a ,  b; c; x) and is given by [33] 
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The (baseband) spectrum of the envelope, needed to compute certain 
statistics later, is found as the Fourier transform of RR(7): 

The Fourier transform of g 2 ( 7 )  can be calculated as the convolution of the 
Fourier transform of g(r)  with itself: 

Recall that g(7) was found as the inverse Fourier transform of S( f ) l  fc=O, the 

baseband version of the Doppler spectrum. Therefore 

and the Fourier transform of g2(r) is 

The integral in (2.132) can be manipulated as follows: 
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1 1 

= /:Ti::;I j1 - (X - I 2  f m ) 2  dl - (X + l 2  
d x 

(translation) 
pl-a 1 1 c 

J =2Jo  j&. j& 
dx , a = - (evenness) 

2 f m  

r l - a  1 

r l - a  1 

0 r l - a  1 

(transformation: y = &) 

(2B.9a) 

where K( - ) is the complete elliptic integral of the first kind, a tabulated func- 
tion. By a further transformation relationship for this function, it can be 
shown also that 

Thus, the baseband spectrum of the signal envelope that is subject to 
fading can be written 
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This spectrum describes the frequency content of the fluctuations in the 
fading signal envelope. 

The fluctuating nature of the fading process, as described by its spectral 
characteristics, determines that deep fades of the signal envelope below some 
critical level will occur at a certain rate, on the average, and have a certain 
average duration. The fade rate is measured in terms of NR(r), the level 
crossing rate for the envelope process, which is defined as the expected positive 
value of the envelope time derivative, conditioned on the value of the 
envelope (r) and weighted by the pdf for the envelope: 

The time derivative of the envelope for a narrowband Gaussian random 
process can be shown to be independent of the envelope, and to have a zero- 
mean Gaussian distribution with variance equal to ~ 1 2  = 2u27r2 f: , resulting 
in 

Performing the integration, the level crossing rate is found to be 

r - r 
= fmJZ; ; .pe-p2 ,  using p =  - -- 04 Rrms 

which is the formula shown for the fade rate in (2.109) in the text. 
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Note that the fade rate is maximum for p = 1, giving 

A graph of the level crossing rate, parametric in p and fm , is shown above in 
the text of this chapter. 

The level crossing rate NR , having been expressedin terms of Doppler 
frequency and relative envelope level, indicates the rate of fading fluctuations. 
For example, the rate of so-called "deep fadesn can be estimated by setting the 
envelope level at a small value relative to the envelope's rms value. For 
example, when p = 0.1, the level crossing rate is NR = fmJ2.rr(~.l)e-0.01 x 
fm/4. 

Derivation for average fade duration. The duration of any deep fades is 
significant. How long will the envelope be in a deep fade? Or, how long an 
integration time can be used to estimate power for a power control algo- 
rithm? One simple measure of fade duration is the inverse of the level 
crossing rate, interpreted as an average period for the fading fluctuations: 

Another way to analyze fade duration is to weight the quantity D R ,  the 
average period of fading fluctuations, by the probability that the fade is below 
a certain level. Using this approach, an average duration for fades below the 
threshold R = pKms can be formulated as 

which is the formula used in (2.11 1) in the text. 
Since the Doppler frequency fm is directly proportional to vehicle 

speed, there is a relationship between the average fade duration and vehicle 
speed, through the variable fm. Substituting for fmin the expression for 7 
gives the relationship between speed and fade duration: 
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For Vkph = 80, f m z  = 850, and p = 1, the fade duration is 

= 0.0109 sec = 11 ms 

For fMHz = 850, p = 0.1, and 7 = 2 ms, the speed is 





Basic Cellular Systems Engineering 

In this chapter, we introduce the basic systems engineering aspects of a 
cellular system by discussing them as they apply to conventional frequency- 
division multiple-access (FDMA) cellular systems. These systems engineering 
aspects include the conventions of telephone traffic theory, the conceptual 
basis of cellular systems, and the tradeoffs that determine the parameters of 
cellular systems. 

3.1 Review of Telephone Traffic Theory 

3.1.1 Telephone Connectivity 

The placement of a telephone call requires that a connection be made 
between the caller's telephone and that of the called party. The connection 
~rovided for a  articular telephone call is typically a combination of wire and 
radio links. As illustrated in Figure 3.1, the telephone system provides the 
connection by switching the needed links over to the use of the call for its 
duration. 

Local Intermediate Local 
switch switch switch 

t- -4 t- 
t- 

t t- ------- 
Wire__- *- t- 
line - * *- - 
- - t- 

t -- +- 
I N r e  line or radio links I 

Figure 3.1 Telephone connectivity. 
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The switches in the telephone system are connected by groups of wire 
and radio links that are called trunks. The links in a trunk carry both call 
traffic and the signaling among switches of information that is necessary for 
call routing and other system control purposes, as suggested in Figure 3.2. 
For example, when the caller picks up the phone, an "off-hook" signal is 
detected at that phone's nearest switch, indicating a request for services from 
the telephone system. If an outgoing link is free, the caller hears a "dial tone"; 
otherwise, he or she hears a "busy signal." 

In a given location, for economic reasons there are usually much fewer 
links available for calls than the number of telephones or potential callers. 
There is a finite probability that someone desiring to make a call will find that 
all the available links are in use-the call then is said to be "blocked" or "time 
congestedn [I, 21. The more links available, the less the system's probability 
of blocking is, providing better service to the users. The cost of the telephone 
system is related to the number of links, so there is a tradeoff between the 
cost of telephone service and its quality. 

The telephone system carrier determines the number of links to make 
available on the basis of a target value for the probability of blocking. That 
value, along with other measures of the quality of the system, constitute the 
grade of service that is being delivered to the user. 

3.1.2 Traffic Load and Trunk Size 

Suppose that a trunk has N links. After defining measures for traffic, the 
mathematical relationship between the traffic load and the probability of 
blocking, parametric in N ,  will be shown. The amount of traffic being 
"offered" to the switch that routes calls over the links is called the trafic load 
and has the measure 

Load = Call rate x Call duration (3.1) 

Signaling and call traffic 

Multiple links = trunk 

Figure 3.2 Telecommunications trunk. 

Switch Switch 

4 b 
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Because call rate is measured in calls/second and call duration is in sec- 
onds/call, the traffic load is a dimensionless quantity that, however, is given 
in units of Erlangs. For example, if the call rate in a small office building is 50 
calldhr and the average call length is 5 minutes, then the traffic load for the 
trunk carrying the calls out of the building is 50 calls/hr x (5160) hr/call = 

250160 = 4.2 E. This is the traffic load in Erlangs, usually denoted by A. 
The theoretically maximal traffic load that can be carried by a trunk 

with N links is N Erlangs. In this context, an Erlang corresponds to a fully 
used link. It is possible for the "offered load" to be greater than the "carried 
load," and the relationship between these quantities depends on how the 
specific system handles the calls when the N links are fully occupied [I, 21. 
For example, calls that arrive when all N links are in use may be rejected 
immediately ("dropped"), briefly delayed ("held") on the chance a link will 
soon become available, and so on. Because calls start and stop randomly and 
are not coordinated, and because it takes some time to switch a link from one 
user to another, the N links will always carry fewer than N Erlangs of traffic. 

The number of links needed to keep the blocking ~ r o b a b i l i t ~  below a 
certain value is primarily a function of the amount of offered traffic. The 
maximum amount of traffic fluctuates with the time of day and the day of the 
week or year. For systems planning purposes, the traffic offered during a 
"busy hour" of the day is often used. Typically, a user is likely to be on the 
telephone at any given time during the busy hour with a ~ r o b a b i l i t ~  of 0.02 
to 0.10; that is, each subscriber is considered to offer A. = 0.02-0.10 E of 
traffic during the busy hour. The number of subscribers that can be 
supported by the switch during the busy hour-for a specified blocking 
probability-is then 

3.1.3 Erlang B Statistics 

In the conventional modeling of telephone traffic and the servicing of calls by 
the telephone switching system, it is assumed that N lines are available at the 
local switch for handling calls from a much larger number of telephone 
subscribers, each of whom uses the telephone only a small fraction of the 
time. The uncoordinated initiation of calls by a large number of subscribers 
(M >> N) gives rise to a randomly spaced sequence of call requests, termed 
"call arrivals" that, to a good degree of approximation, does not depend on 
how many of those subscribers are engaged in active calls at a given time. 
The arrival of calls from different users at the switch under these conditions is 
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assumed to be a Poisson random process, with the average rate of arriving 
calls X calls/sec. The duration (holding time) of a call is assumed to have an 
exponential probability distribution, with an average call length of T seconds. 
This distribution is valid for a call departure or completion process that is 
Poisson, with average departure rate of 1/T = p calls/sec [2]. 

In a time interval At, the Poisson call arrival process with average 
arrival rate X has the following discrete probability function for NAY the 
number of calls that arrive in the interval: 

For example, the probability of exactly one arrival in At  is X At  e-xAt. 
The average number of arrivals in At is FA = X At. Similarly, in a time 
interval At, the Poisson call departure process with average departure rate p 
has the following discrete probability function for No, the number of calls 
that depart in the interval: 

The average number of departures in At is rD = p At. 
As the random call traffic arrives and departs, the number of lines 

occupied by ongoing calls can vary from 0 to N. In the short interval 
between the times t and t + dt, the   rob ability that exactly one call will 
arrive is X dt  e-xdt = X dt  and the probability that one call will depart from 
an occupied line is p dt e-pdt x p dt. Thus, given that k of the N lines are 
occupied at time t, in the interval (t, t + dt) there are the probabilities 

X dt  = Pr{l call will arrive in the interval) (3.5a) 

and (:) (p dt)'(l - pdt)'-' a kpdt  

= Pr{l call will depart in the interval} (3.5b) 

The probability that neither an arrival nor a departure occurs in the interval 
is approximated by 

(1 - Xdt)(l - kpdt) = 1 - Xdt - kpdt  + (Xdt)(kpdt) 

a 1 - X d t - k p d t  (3.5~) 
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With this understanding of the probabilities for the events that can 
occur in the interval (t, t + dt), the transition of the probabilities of the 
various numbers of lines occupied can be expressed by 

# occupied same 
after d t  

prob. of no change 
# prob Of smaller # 

1 increase 
6 1 

P(k; t+dt )=f i -xdt^- ) .~(k ;  t )+Xdt  .P(k-1;  t) 

+ (k + l )p  dt P(k + 1; t), 0 < k < N (3.6a) 
V T 

'rob. decrease Of larger # 

using P(k; t )  to denote the probability that k lines are occupied at time t. The 
special cases of k = 0 and k = N are 

P(0; t + dt) = (1 - X dt) . P(0; t) + p dt . P(1; t) (3.6b) 
and 

P(N; t + dt) = (1 - X dt  - Npdt)  . P(N; t) + X dt  . P(N-1; t) (3.6~) 
/ 

At steady state, it is assumed that the probabilities are not functions of time: 

Therefore, the steady-state transition equations become 

Similarly, the equations for the special cases of k = 0 and k = N become 

X P o = p P l ,  k = O  

and (A + Np)PN = X PN-1, k = N 

Because the number of lines occupied is restricted to 0 5 k 5 N ,  the prob- 
abilities {Pk) also must satisfy the requirement that 

N 
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The form of the probability Pk that satisfies all the conditions is shown in 
Appendix 3A to be 

The state of having all lines occupied may be momentary, so it is referred to 
as "time congestion." If calls are rejected when all N  lines are occupied, then 
Pk for the case of k = N is the probability that a call is rejected or "blocked": 

This expression for the blocking probability is known as the Erlang B 
formula. 

Note that blocking (time congestion) is associated with the occupancy 
of the lines or channels through which the callers access the system. Without 
queueing the arrivals-putting them on a waiting list instead of rejecting 
them-the system is temporarily blocked to new calls during the short time 
when all N  lines are occupied. Note also that the blocking probability is a 
function of the dimensionless quantity 

X (calldsec) 
= A (traffic "load" in Erlangs) 

p (calls/sec) 

For a finite number of users (M), the load in Erlangs can also be expressed in 
terms of p, the fraction of time that each user occupies a telephone line: 
A = Mp. 

It is shown in Appendix 3B that the mean of the number of the N lines 
that are occupied is A(1 - B) E A; thus the offered load A can be interpreted 
as the average number of lines occupied when the blocking probability is 
small. In terms of A, the blocking probability increases with the load A and 
decreases with N, the number of lines at the switch, as shown graphically in 
Figure 3.3. Note from Figure 3.3 that, for the same value of blocking 
probability B, the normalized load A / N  is proportional to the number of 
lines (trunk size) N .  This phenomenon is referred to as "trunking efficiency": 
the value of the load A that can be accommodated for a given value of 
blocking increases by more than the increase in the number of lines, when 
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Figure 3.3 Erlang B probability. 

N is increased. For example, the values of A and A I N  shown in Table 3.1 
hold for the case of B = 0.01. Doubling N from 10 to 20 causes A to 
increase by the factor 12.014.5 = 2.67. Clearly, there is a very significant 
gain in efficiency at the 1% blocking level when a switch with N = 10 lines is 
upgraded to 20 or 30 lines, but relatively little gain to be had by increasing N 
once the switch has 40 or 50 lines. 

Another way to interpret the behavior of the curves in Figure 3.3 is to 
observe that, for the same value of normalized load, B is inversely 
proportional to N. From this point of view, trunking efficiency is due to the 
fact that the average number of calls being completed in a short interval is 
directly proportional to N; for a higher value of N ,  there is a greater chance 
that a line is free the moment that a new call arrives. 

Table 3.1 Example: Proportionality of A / N  to N for B = 0.01 

N 
A 

AIN 

40 
29.0 
0.73 

30 
20.3 
0.68 

80 
65.4 
0.82 

10 
4.5 
0.45 

50 
37.9 
0.76 

20 
12.0 
0.60 

90 
74.7 
0.83 

60 
46.9 
0.78 

100 
84.1 
0.84 

70 
56.1 
0.80 



272 COMA Systems Engineering Handbook 

The traffic-handling capacity of a telephone switch can be assessed I3y 
finding the maximum load in Erlangs A that can be serviced while keepkg 
the bloclung probability at or below a certain level, for example B = 0.01 or 
B = 0.02. The Erlang B formula is often used for this purpose as a matter of 
convenience because it is widely tabulated and is easily interpreted, althou:;h 
it tends to give a low value of blocking compared with other formulas; the 
formula assumes blocked calls are not reattempted and may not reflect the 
system's particular method of dealing with calls when there is time ccn- 
gestion.l Because the formula gives a low value of B for given values of A 
and N ,  it follows that the value of A is high for given values of B and N. 

For estimating A, given B and N ,  an Erlang B table such as that shown 
in Table 3.2 is useful. Example use of the table: Let N = 20 and B = O.Cl2. 
From Table 3.2, A = 13.2 E. If each subscriber offered A. = 0.03 E of t r a fk  
on average, then the number of subscribers that can be served by the switch is 
estimated as M = A/Ao = 440. Now, let N = 30; from the table we find 
that A = 21.9 and estimate that M = 730. The capacity has increased by 
66% as a result of a 50% increase in N ,  due to trunking efficiency. 

The effects of blocked calls returning, because of repeated attempts to 
place a particular call after it is blocked, can be estimated by considering the 
blocking probability to be a function of the effective load A', where 

1st attempt 2nd 3rd 4th 
1 1 1 5 A 

A' = A + AB + (AB)B + (AB~)B  + = - 
1 - B  

The Erlang B table can be used to find A', then A can be estimated as 
A = (1 - B)A1. For example, for B = 0.02 and N = 30, Table 3.2 gi\.es 
A = 21.9, which is taken to be the value of A'; the value of A for blocked 
calls returning is then estimated as A = (1 - 0.02)21.9 = 0.98. 21.9 = 21 5. 
The difference seems small, but for a per-subscriber load of A. = 0.03, the 
difference leads to M = Af/Ao = 730 subscribers for blocked calls not 
returning and M = A/Ao = 715 subscribers for calls returning. 

For example, blocking can be reduced by "holdingn incoming calls in a queue 
briefly until a line becomes free; this technique is modeled by the Erlang C formula. 
A summary and comparison of other blocking probability formulations is given in 
Appendix 3C. 
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Table 3.2 Erlang B: offered load, given B, N 
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Table 3.2 (continued) Erlang B: offered load, given B, N 

3.2 The Cellular Concept 

Early civilian mobile radio voice communications were developed primarily 
for police and taxi dispatching and used frequencies in the VHF band [3]. 
Gradually, the demand for private mobile telephone applications grew and 
additional portions of the radio spectrum Ftrere allocated at higher frequencies 
in the UHF band. This process continued until it was realized that develop- 
ment was required of more efficient methods for using radio spectrum for 
voice communications. 

The need to accommodate large numbers of mobile telephone 
subscribers using limited spectral resources led to the concept of cellular radio 
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[4]. The principal features of the cellular concept are (1) the reuse of the 
spectra in more than one geographical section (cell) of a larger service area 
through careful control of transmitter powers and (2) provision for expansion 
of capacity through the division of cells into smaller cells (cell splitting). In 
this section, the parameters affecting frequency reuse in cellular systems will 
be discussed. 

3.2.1 Expansion of Mobile System Capacity Through Frequency Reuse 

Before the late 1970s, a limited number of mobile radio-telephones were 
available in a given service area, proportional to the number of FDMA 

I 

f channels supported by the spectral allocation. In effect, the population of 
mobile subscribers-say, M subscribers-all contended for the use of a fixed 
number of channels N over which to make calls to a central switching center, 
which then would connect the call to the public switched telephone network 
(PSTN). The situation was analogous to that of an office building with many 
(M) telephones, much more than the actual number of telephone lines (N) 
connecting the building's local switch to the PSTN. In fact, the frequency 
channels of the mobile phone system interfaced with a dedicated switch, the 
mobile telephone switching office (MTSO), as depicted in Figure 3.4. As 
suggested by Figure 3.4, by its nature the local switch for the wire subscribers 
services a relatively small ~ h ~ s i c a l  area or neighborhood, while the MTSO 
services wireless subscribers who are in general located over a wide area 

\ Area coverage network 

A' 
MTSO: N FDMAchannels, Wireline local switch: N lines, 

1 A Mwire subscribers ( .) 
M wireless subscribers ( A) 

Figure 3.4 Comparison of fixed and mobile telephone switches. 
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through radio transmissions to and from a base station associated with the 
MTSO. 

The effective service area of a base station is a function of its power, 
antenna pattern, and the characteristics of mobile radio signal propagation in 
the service area. For the early mobile telephone systems, when the number 
of mobile subscribers in a service area was relatively small, it was important to 
locate the base station transmitter appropriately and to use enough power. 
Figure 3.5 depicts a hypothetical population center that is serviced by both 
the PTSN and by a mobile telephone system. The figure shows many local 
switches for wireline subscribers, and the density of the locations of these 
switches is roughly equivalent to the density of the wireline subscribers. 
There is one central MTSO/base station in this hypothetical example, with 
an auxiliary MTSO/repeater station that has been added to enable coverage of - 
the entire service area, because mobile subscribers can be anywhere in the 
area. Note that the subscriber capacity of the wireline system is proportional 
to the number of local switches; when needed, additional switches are 
installed, and the throughput of the network is upgraded to handle the 
increased traffic. 

Active wireline users in different neighborhoods do not interfere with - 
one another because their means of access to the network (wires) are separated 
in space. The means of access to the network for mobile subscribers are radio 

MTSO and xmitterlrepeater 
Local switch I - 
Network node 

or network 
0 
I 

--- -A-  

Figure 3.5 Network of fixed and mobile telephone switching offices. 
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channels instead of wires. Under the cellular concept, capacity is increased, 
not by adding wires and local switches, but by frequency reuse and adding 
MTSOs. The frequency reuse is achieved by reducing transmitter power so 
that many smaller coverage areas (cells) replace the few larger coverage areas. 

3.2.2 Cell Geometry 

Conceptually, an omnidirectional base station transmitter has a circular 
coverage area, defined as the area for which the received base station signal 
power exceeds a certain threshold. As illustrated in Figure 3.6, a large geo- 
graphical area can be divided into overlapping circular areas. If the circles 
completely cover the area (there are no "holes" in coverage) and are all the 
same size, they support the concept of hexagonal "cells," each defined as the 
locations affiliated with the nearest base station, as suggested in Figure 3.7. 
Note that the "size" of a hexagonal cell can be given as R, , the radius of the 
coverage area, or as R = R, cos 30•‹ = (&/2) R, = 0.866 R, . 

In actual practice, however, the coverage area for a particular base 
station is not circular because the propagation loss is affected by natural and 
manmade terrain. For example, consider the built-up area surrounding a base 
station that is depicted in Figure 3.8. The propagation loss as a function of 
distance in any particular subsector (z j ,  or k in the figure), is unique because 
the variation in building density with distance from the base station is differ- 
ent in each subsector. 

Figure 3.6 Idealized (circular] coverage areas. 
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Figure 3.7 Hexagonal shape associated with circular coverage areas. 

Subsector i 

Figure 3.8 Factors affecting propagation loss in different directions. 

Although it is a fiction, the idealized hexagonal cellular geometry is 
quite flexible and convenient for planning and analysis. For example, suppose 
that each base station transmitter employs three 120' sector antennas. Figure 
3.9 shows that the transmitter locations can be considered to be either at the 
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Figure 3.9 Hexagonal cell patterns. 

centers of the cells (as indicated by the pattern of shaded cells) or at the 
corners of the cells (as indicated by the pattern of outlined cells). 

3.2.2.1 Cellular Coordinate Systems 

Figure 3.10 shows a layout of hexagonal cells in anonorthogonal coordinate 
system [4, 51. Using the cell position coordinates (u, v) in this system, the 
cell centers are located at the positions 

(u, V )  = (ZRi, 2Rj) = (R~&,  ~ ~ f i j )  (3.13a) 

In terms of the (u, v) coordinate system, an arbitrary position in a rectangular 
(x, y) coordinate system with the same origin is 

The square of the distance between the centers of cell a, whose center is 
located at (u, , v,), and cell b, whose center is located at (ub , vb), therefore 
can be computed as 
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Figure 3.10 Nonorthogonal cellular coordinate system. 

2 
= (ua - + (va - vb) + (ua - ub)(va - vb) (3.14a) 

= ( 2 ~ ) ~  [(ia - ib)2 + (30 - j b ) 2  + (2. - G ) ( h  - j b ) ]  (3.14b) 

= ( 3 ~ ~ ) ~  [(ia - ~ b ) ~  + ( j a  - j b ) 2  + ( 2 ,  - ia)(ja - j b ) ]  (3.14~) 

In particular, the distance of a cell's center from the origin in this coordinate 
system is 

d =2R J-=~R, Jm (3.15) 

Another cellular geometry emphasizes the rotational symmetry of the 
hexagonal grid system by using the notion of hexagonal "rings" of cells 
around a center cell [6], as shown in the diagram in Figure 3.11. The diagram 
consists of the center cell and one of the six 60•‹ sectors around the origin. 
The coordinates of a cell in the sector are (n, i ) ,  where n is the "ring" number 
and i = 1, 2,  . . . , n indexes the cells in the sector that are in ring n. The 
squared distance of the ith cell in the nth ring is 

d2(n, i) = ( 2 ~ n ) ~  + ( 2 ~ i ) ~  - 2(2Rn)(2Ri) cos60•‹ 

= 4R2(n2 + i2 - ni) (3.16a) 
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w 
First three rings 

Figure 3.1 1 Ring cellular coordinate system. 

which gives the distance formula 

The distances of cells in different rings from the center cell are listed in Table 
3.3 and illustrated in Figure 3.12 as factors of the cell size parameters R and 
R,. Note than there are 6n cells in each ring, but the cells in each ring do not 
all have the same distance from the center cell. 

Table 3.3 Cellular rings (n = ring number, i = position) 

n i Distance Number Number 
6 

6 

6 

6 

6 

6 

Distance 
2R= R C f i  

2R&=3RC 
4R=2RC& 

2 R a =  R C f i  

2 R f i = R C J 2 1  
6 ~ = 3 R , &  

n 

1 

2 

3  

i 

1 

1 

2 

1 

2 

3  
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Figure 3.12 Distances from the center cell as factors of R. 

3.2.2.2 Clusters of Hexagonal Cells 

For frequency reuse purposes, as is discussed below, it is advantageous to treat 
a "cluster" of adjacent cells as an entity. The number of cells in the cluster is 
called the cluster size. Because of the restrictions of the hexagonal geometry, 
only certain cluster sizes can be used and still cover the service area without 
any gaps. One of the constraints of the hexagonal geometry for cellular radio 
applications is that each cluster is surrounded by six similar clusters with the 
same orientation. It is argued in [4] that, under this constraint, each cluster 
has a total area equivalent to what can be called a superhexagon. Therefore, as 
we show below, the number of cells in a cluster that satisfies the constraint is 
the ratio of the area in the superhexagon to that in one hexagon. 

The distance from any cell in a particular position in one cluster to a 
cell in an adjacent cluster in the same position in its cluster is a particular case 
of the intercellular distance (3.15): 
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Without loss of generality, then, let the "center" cell in the cluster (which 
may not be precisely in the physical center of the cluster) be the reference 
cell, so that its center is the center of the superhexagon, as illustrated in Figure 
3.13 for the case of i = j = 2. Because a single hexagon is made up of six 
equilateral triangles with base Rc and height R, the area of a hexagonal cell is 
given by 

1 
acell = 6 x 3 (base x height) = 3RcR = TR; = 2& R~ (3.17b) 

The radius of the superhexagon in Figure 3.13 is R' = 3Rc = 2 ~ & ;  in 
general, the radius that is equivalent to R is 

Let the cluster size (i.e., the number of cells in the cluster) be denoted K. 
Thus, the equivalent cluster size for the superhexagon is 

Area of superhexagon 2 fi ( R ' ) ~  K = - - 
Area of one hexagon ace11 

Figure 3.13 Superhexagon concept for i = j = 2. 
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From this equation it is apparent that the cluster sizes that can be used to 
construct a superhexagon include the cases of K = 1 (z = 1, j = O), K = 3 
(i = j = I), and K = 7 (i = 2, j = 1). Table 3.4 lists the possible cluster sizes 
for i and j less than four. 

Having determined the cluster sizes, a further constraint is needed to 
actually construct the clusters, because there is more than one possible cluster 
configuration for some values of K. For example, when K = 3, the three 
cells can be lined up in a straight row or in a triangular configuration. In 
addition to the constraints that have already been stated, it is desirable to 
select the cluster configurations that are more "compact" in some sense. For 
this purpose, a procedure such as Dqkstra's algorithm [7-91 is applicable. 

Dijkstra's algorithm is often employed to determine least-cost routing 
in networks. It works iteratively by adding, to a set of connections that is 
being built up, another connection that increases some cost function by the 
least amount. To use this algorithm to construct cellular clusters, the cost of 
adding the next cell in the cluster may be defined as the distance of that cell 
from the center of the cluster that has been built up so far. In Figure 3.14, 
cells are numbered in the order in which they were added to the cluster on 
the basis that they were closest to the center of the cluster, up to twelve cells. 
The results of this cluster-growing ~rocedure are shown in Figure 3.15 for 
K = 3, K = 7, and K = 12. 

3.2.2.3 Locations of Interfering Cells 

Comparing the intercell distance formula (3.15) with the expression for the 
cluster size K ,  given in (3.19, it is possible to state that the "reuse distancey'- 
that is, distance between the center of a cell in a particular position in one 
cluster and the centers of the corresponding cells in the six adjacent clusters- 
is given by 

Table 3.4 Possible cluster sizes, K 
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Figure 3.14 Order in which cells are accumulated to form clusters. 

Figure 3.15 Clusters of size 3,7, and 12 (shape based on Dijkstra's algorithm). 

The ratio DIR, is called the cochannel reuse ratio [4] because the frequency 
reuse concept involves dividing the available FDMA channels into K sets and 
operating on frequencies in a particular set in only one cell in each cluster, in 
a particular position in the cluster. In this manner, the same frequency is 
reused (and is a potential source of cochannel interference) at distances at least 
equal to D. 
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As shown in Figure 3.16, the six equidistant, nearest interfering cells at 
distance D form a hexagon that is in general rotated at some angle, O(K). 
Progressively larger hexagons are formed, each concentric with the first ring's 
hexagon. The first tier of cochannel cells is more significant than the next tier 
of cochannel cells from the point of view of interference. For the nth ring, 
there are 6n interfering cells, six of which are at distance n D  and the other 
6(n - 1) cells are at distances slightly less than nD. The locations of the six 
cells at distance n D  are 

and yi(n) = nDsin[O(K) + (i - 1 ) ~ / 3 ] ,  i = 1, 2 , .  . . , 6 (3.21b) 

In vector form, the locations of the n - 1 cells in between pairs of the 
six cells at distance n D  for n > 1 can be written 

Figure 3.1 6 Locations of cochannel interfering cells. 
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The values of D and O(K) are given in Table 3.5 for several values of K. 

3.2.3 Selection of Cluster Size 

Cochannel interference, such as that illustrated in Figure 3.17 for the reverse 
(mobile-to-base) link, is built into a cellular system. Satisfactory system per- 
formance is achieved by controlling the cell size, frequency spacing, and other 
physical parameters as well as emission characteristics of base stations and 
mobiles. 

The selection of the cluster size for frequency reuse in an FDMA 
cellular mobile radio system is based on a tradeoff between cochannel inter- 
ference and spectral efficiency considerations. The larger the value of K ,  the 
larger the reuse distance and, consequently, the smaller the interference 

Table 3.5 Location parameters for interfering cells 

Figure 3.1 7 Reverse link cochannel interference ( B i  = base station i, M j = mobile j l .  
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power. On  the other hand, dividing the number of available frequency 
channels by K reduces the trunking efficiency for each cell and, con- 
sequently, the number of subscribers per FDMA channel that can be 
supported by the system. 

3.2.3.1 Interference Ratio Versus Cluster Size 

Consider the forward link transmissions in an FDMA cellular system for 
cluster size K. Assuming that each base station delivers the same power, Pt , 
to its antenna, the carrier-to-interference power ratio at a mobile receiver in 
the central cell can be formulated as 

where the center cell is designated "cell 0," the interfering cells are indexed by 
i > 0, and 

Gc( - ) = Base station antenna gain. 

4im = Angle between main beam of antenna of cell i and direction to 
mobile. 

n = Constant of proportionality for propagation loss. 

vi = Unit-median lognormal RV representing uncertainty in the 
propagation loss. 

dim = Distance from the antenna of cell i and the mobile. 

y = Propagation loss power law. 

By definition, do, is less than or equal to the cell radius, Rc , and the distances 
between the interfering cells and the mobile are in the neighborhood of 
n D  f R, . The propagation power law for ground-to-ground mobile com- 
munications is typically between y = 2.7 and y = 4 [lo]. The antenna gain 
can be modeled by 

Gc (4)  = constant, omnidirectional antenna (3.24a) 

and 
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With the information on interfering cell locations given above in 
Section 3.2.2.3, a precise calculation of the angles and distances in (3.23) can 
be made in conjunction with a simulation of the lognormal RVs and perhaps 
variations in base station and vehicular locations to determine the sensitivity 
of system performance to these factors. Such a simulation was reported in [4], 
based on propagation measurements in several U.S. cities. A first-order esti- 
mate of the effect of the value of K can be developed analytically, however, 
by using the median values of the lognormal variables and by making several 
reasonable approximations. 

Consider a mobile in the center or "home" cell that is receiving trans- 
missions on one of the home cell base station's FDMA channels. That same 
channel can be used at the same time in other cells at reuse distances nD, 
provided that the level of cochannel interference is small due to propagation 
loss and ~ o s s i b l ~  other factors. The worst case cochannel interference occurs 
when all ~otential interferers are using the same FDMA channel at the same 
time as the mobile under consideration. If the distance of the mobile from its 
base station is replaced with its worst case value, do, = R c ,  and if the 
distances from the interfering base stations to the mobile are taken to be their 
median value, dim E n D  for an interfering cell in the nth ring of cochannel 
cells, then the worst case median forward link C I I  is 
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Substituting D/Rc = fi and using the model for G, given in (3.24a), the 
C / I  when omnidirectional antennas are used is 

where (( . ) is the Riemann zeta function [I 1, $23.21, which has the values 

Thus, for this idealized model of a cellular system, if the propagation loss is 
equivalent to free space (y = 2) and omnidirectional antennas are used, the 
growth in the number of interferers as each ring of interferers is added makes 
up for the path loss and the interference grows without bound-the cellular 
concqt does not work forfree-space propagation. The propagation law for most 
mobile situations, however, is on the order of y = 4. Thus, for 
omnidirectional antennas, the worst-case median forward link C / I  value is 
estimated to be 

11.23 = 10.5dB, K = 3 

C  ( 3 ~ ) ~  
19.97 = 13.0dB, K = 4 

- - - -- 
I  W 3 )  

- 1.2478 K2 = 61.14 = 17.9&, K = 7 I (3.28) 

101.1 = 20.0 dB, K = 9 

179.7 = 22.5dB, K = 12 

These estimates are conservative in that they ignore the improvement that 
can be obtained by exploiting base station antenna directivity in the vertical 
plane. It is common practice to "tilt" the base station antennas downward 
(using several antennas as necessary to achieve the desired horizontal pattern) 
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to decrease the gain in the direction of a distant cell [12], as illustrated in 
Figure 3.18. 

For sectored cells with antennas having directivity in the horizontal 
plane, using the model for G, given above in (3.26b), fewer than 6n of the 
base stations at reuse distance n D  will interfere with the mobile in the home 
cell. Assuming that all the sectors in the different cells are aligned in the same 
way, the numbers of interfering cells in each ring were counted and found to 
be as shown in Table 3.6. For example, when K = 7, only two of the six 
cells in the first ring are interfering, whereas for the second ring, four of the 
twelve cells are interfering, and so forth. The numbers of interfering cells in 
the examples given in Table 3.6 are from one-third to one-half the numbers 
for omnidirectional antennas. In Table 3.6, the "Average" row indicates the 
algebraic mean of the the number of interfering cell in the respective rings for 
cluster sizes from K = 3 to K = 12. For example, for the first ring the 
average number of interfering cells is 2.4 out of the total of 6 cells, whereas 
the average number of interfering cells for the second ring is 4.8 out of 12 
cells, and so on. We observe that, approximately, there are 2n + 1 interfering 

Base station antenna with downtilt - Mobile antenna in 
- - - - - - - - - - - -  distant cell - - - - - - - - - - - - - - _ _ _ _  - - - - - .  

I 

Mobile antenna 
in same cell 

Figure 3.18 Downtilt of base station antenna pattern. 

Table 3.6 Numbers of interfering cells with directional antennas 

' K = 9  
K = 1 2  
Average 

2 o f 6  
3 o f 6  

2.4 of 6 

50f12 
5of12  

4.8 of 12 

6 0 f l 8  
7of18  
6.4 of 5 

9of24  11of30 
I 

9of24  
8.8 of 24 

11of30 
10.6 of 30 
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cells instead of 6n .  Replacing the multiples of 6 in (3.26a) with 2n  + 1 results 
in 

Using y = 4 and the zeta function values in (3.27), the worst case median 
forward link C / I  with sector antennas becomes 

( 23.23 = 13.7 dB, K = 3 

Example 3.1 What is the improvement of C / I  when directional antennas are 
employed instead of omnidirectional ones, based on three sectors per cell? 

Solution: From (3.28), we have 

and from (3.30a) we have 

- - (3K)2 = 2.5814 K' 
2 C(3) + ((4) 

(3.30~) 
directional 

The improvement of directional sector antennas over omnidirectional an- 
tennas, for three sectors per cell, therefore, is given by 

For the reverse link, the worst case median value of C / I  is the same as the 
forward link as we have analyzed here, under the same assumptions. 
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In [4], it was reported that subjective testing of analog voice trans- 
missions at UHF frequencies representative of the mobile cellular band have 
determined that an RF SNR of 18 dB is required for "good" or "excellent" 
rating by listeners. The same reference reports that simulations of a cellular 
system, using propagation data for Philadelphia and Newark, were conducted 
to determine the sensitivity of system performance to factors such as cluster 
size and reuse distance. The analytical results for the worst case median C / I  
that are shown above in (3.28) and (3.30) agree well with the statement in [4] 
that the SNR requirement of 18 dB was found to be satisfied for at least 90% 
of mobile locations using K = 12 for omnidirectional base station antennas 
and for K = 7 using 120' sector directional antennas. 

3.2.3.2 Tradeoff of Interference Ratio and Spectral Efficiency 

It is evident that the median received C I I  is directly proportional to the 
cluster size K so that there are good reasons for using relatively large cluster 
sizes. However, there are also good reasons for keeping the cluster size as 
small as possible, including the consideration of spectral efficiency, which is 
defined as the number of subscribers per frequency channel that can be 
supported by the system. 

In an FDMA cellular system such as AMPS, a fixed number of 
frequency channels N have been allocated for cellular telephone calls. For 
example, in the United States, each cellular carrier is allocated 12.5 MHz of 
spectrum, which can be divided into 12.510.03 = 416 channels, each 
occupying 30 kHz, as shown in Table 3.7 [13] for carriers "A" and "B." After 
designation of certain channels as control channels (21 for each carrier), there 
are N = 395 channels available for calls. The concept of frequency reuse that 
leads to multicell clustering assumes that these N channels are divided into K 
subsets of channels that are reused at a distance of D = Therefore 
in each cell of the cluster, there are N I K  channels available, and if each cell 
has three sectors, there are N / 3 K  channels available per sector. 

Because the number of available channels per cell or sector is inversely 
proportional to the cluster size, there is a penalty for increasing K in terms of 
trunking efficiency. That is, for the same blocking probability, the number 
of subscribers that can be supported by the N frequency channels is less if the 
channels are divided into subsets. 

For example, if all N = 395 AMPS channels were available to each 
cellular subscriber, at the 2% blocking level, the system could support A = 
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Table 3.7 Division of the cellular spectrum into 30-kHz channels 

System Bandwidth Number of Boundary 
in MHz channels channel 

number 

Transmitter center 

Mobile 

(824.010) 

824.040 

825.000 

825.030 

834.990 

in MHz 

Base 

(869.010) 

869.040 

870.000 

870.030 

879.990 

381 E of offered traffic, according to the Erlang B model. If each subscriber 
offers A. = 0.03 E, then M = A/Ao = 38110.03 = 12,700 subscribers per 
Nchannels. The spectral efficiency therefore is M I N  = 12,7001395 = 
32.15 subscribers per FDMA channel. 

0 If the N channels are divided into K = 3 frequency reuse subsets, 
then 39513 = 132 channels are available in each cell, which can 
support A = 119E of offered traffic for a blocking probability of 
B = 0.02. Each cluster then can support M = 3 x 119/0.03 = 
11,900 subscribers with a spectral efficiency of M I N  = 11,900/395 
= 30.13 subscribers per channel. 
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0 If each of the three cells in the cluster is divided into three sectors, 
then subscribers in each sector can access the cellular system through 
395/3/3 = 44 available channels, which can support A = 34.7E of 
offered traffic for a blocking   rob ability of B = 0.02. Each cluster 
can then support M = 3 x 3 x 38.7/0.03 = 11,610 subscribers with 
a spectral efficiency of M / N  = 11,610/395 = 29.39 subscribers per 
channel. 

Table 3.8 summarizes the tradeoff in median C / I  and spectral efficiency 
versus cluster size for the AMPS system parameters. From the table, we may 
observe the following: the spectral efficiency decreases as the cluster size 
increases. Thus, for maximal possible spectral efficiency, one needs to select 
the smallest possible cluster size for the required minimum C / I .  Therefore, 
if the required minimum C I I  is 18dB, for an omnidirectional antenna 
system, the cluster size must be K = 9 (giving C / I  = 20dB); whereas for a 
three-sector directional antenna system, the cluster size can be K = 7 (giving 
C / I  = 21 dB).2 

Example 3.2 Show graphically the median C / I  in dB and spectral efficiency 
M / N  as a function of cluster size, based on data given in Table 3.8. 

Solution: Figure 3.19 provides the same information as in Table 3.8. 
Note for C / I  = 18 dB (left vertical axis), the cluster size has to be 7 or greater 

Table 3.8 Median C / I  and spectral efficiency versus cluster size for A. = 0.03 E 

The AMPS system is based on K = 7 for a three-sector system, based on a 
requirement of C / I  2 18 dB. 

B = 0.02 Available 
channels 

132 
44 
99 

Cluster 
size, K 

3 

4 

B = 0.01 
M / N  
30.13 
26.35 
29.37 

A 
119 
34.7 
87.0 

A 
114 
32.5 
83.1 

# 
sect. 

1 
3 
1 

M  
11,900 
10,410 
11,600 

Median 
C / I  

10.5dB 
13.7dB 
13.0dB 

M  
11,400 
9,750 
11,080 

M / N  
28.86 
24.68 
28.05 
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3 4 7 9 12 

Cluster size, K 

Figure 3.19 Tradeoff between C / I  and spectral efficiency as functions of cluster size. 

for directional antennas, and 9 or greater for omnidirectional antennas. 
Because spectral efficiency (right vertical axis) decreases as cluster size 
increases, we choose the minimum cluster sizes that give the required C I I ;  
that is, K = 7 and K = 9, respectively. 

3.2.4 Cell Splitting and Base Station Power 

As shown, the use of directional base station antennas to create sectors in the 
cells of a cluster reduces the amount of cochannel interference. For FDMA 
channelization, however, the sectorization of the cell further divides the 
number of available channels and reduces the spectral efficiency-system 
subscriber capacity decreases. The subdivision of cells therefore does not 
necessarily expand the capacity. There is, however, a technique of cell sub- 
division that does expand the capacity: the second principal feature of the 
cellular concept as given in [4] is provision for the capacity expansion through 
the "splitting" of cells into smaller cells. 
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Methods were discussed previously for quantifying the number of sub- 
scribers M that can be accommodated by a cluster of cells, based on Erlang B 
telephone traffic theory and assumptions about the average amount of traffic 
offered by subscribers and the number of frequency channels that are 
allocated for cellular telephone transmissions. Although the reuse distance D 
is a critical parameter of cellular design, it appears in the analysis as a 
normalized distance DIR, ; the actual physical size of the cells and clusters 
has not been specified. In principle, then, the cluster and its M-subscriber 
capacity can be scaled to the physical dimensions required to match M with 
the actual number of cellular subscribers in the area covered by the cluster. 
The density of cells in the service area should be proportional to the density 
of subscribers for the same area, as suggested in Figure 3.20. 

The scaling of cells is straightforward if all cells in the system are scaled 
by the same factor. The initial dimensioning of cells for a service area is based 
in part on fitting cell size to predictions of the density of potential cellular 
subscribers. However, the density of subscribers in general is not uniform 
over a large area and it is usually necessary even during the initial system 
design to implement different cell densities in different portions of the service 
area. Similarly, over the long term, the density of subscribers in general 
evolves unevenly. For example, the development of a business district may 
increase the density of subscribers in the city center, and the construction of a 
commuter express highway may increase the density of call traffic along the 

North 
km 

- 

V V W  

High-subscriberdensity area 

udd East 

Figure 3.20 Density of cells proportional to density of subscribers. 

-- - - - - - --- -- 
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highway and in residential areas that have highway access. Note that the 
potential for significant short term variation in traffic distributions is great in 
these exarnples-the subscribers, after all, are mobile! 

Propagation considerations limit how small the cells can be made and 
still experience the cochannel interference reductions that result from 
clustering [14]. In urban areas especially, the propagation of interfering 
signals from other cells at short distances may not be inversely proportional 
to the fourth power of the distance because of multiple reflections of signals 
from buildings. 

When the subscriber density in a particular area increases significantly, 
the cells in that area may be split (subdivided) into smaller cells. Within the 
region of smaller cells, the spatial frequency reuse pattern is simply a smaller 
version of that within the region of larger cells. There is some complexity 
involved in assigning FDMA channels near the borders of the two regions 
because the cochannel interference reuse distances of the two regions are 
different. It is sometimes useful to implement an "overlay" concept in the 
border areas-and during the cell-splitting process-in which the smaller cells 
are thought of as being superimposed upon the pattern of larger cells in a 
distinct "layer," and disjoint sets of frequencies are assigned to the two layers 
[4], at least near the borders of the two regions. 

Just as the physical dimensions of cells are not apparent in the analysis 
of frequency reuse distance and clustering, neither is the actual amount of 
power emitted by a base station or mobile user. In deriving the forward link 
ratio CII, the powers at the different base stations were assumed to be equal, 
and so they were canceled in the division of numerator (C) by denominator 
(I) .  It might seem that the amount of base station power is arbitrary. The 
correct amount of power is not arbitrary, however, and this fact is 
highlighted when considering different-size cells and cell clusters. 

Clearly, there is a minimal amount of base station power required to 
provide a satisfactory SNR to a mobile at the edge of the cell in the absence of 
cochannel interference: 

Base station received power 
SNR = -- - 

Receiver noise 
PtnlR' > SNRreq (3.31a) 

N m  

When there are multiple cells, the base station power must be increased to 
compensate for the cochannel interference. Let k, be the effective number of 
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interfering cells at the reuse distance D from the mobile; then the effective 
SNR for a mobile at the cell edge is 

SNR = 
P,K/R,Y 

Nm + kePt~/D' 
> SNRreq 

in which an expression for C / I  in form of (3.25) has been recognized. For 
example, if the reuse distance is such that C / I  is 3 dB more than the required 
SNR, then the base station power required to overcome the noise-plus- 
interference is twice that needed to overcome just the mobile receiver noise. 
These equations show that there is a minimal value of base station transmitter 
power, and the minimum is a function of distance. Thus, when cells are split 
into smaller cells, the minimum power requirement is reduced also. 

The specification of a maximal amount of base station transmitter 
power is not as obvious as a minimal amount. Presumably, the cost of the 
equipment is directly proportional to power, and this is a motivation to use as 
little power as necessary but this factor does not rule out using an arbitrary 
amount of power so long as the minimal requirement is met. A consideration 
that leads to an upper bound on base station power is the desirability of 
balancing forward and reverse links: the effective radius of the base station's 
coverage area should not exceed the cell radius, except for some nominal 
amount, and the cell radius should correspond to the range of the mobile 
transmitters. If more base station power is used than necessary, mobiles 
seeking to hand off may affiliate with the base station before they are within 
the cell, increasing the possibility of failed handoff attempts due to the limited 
range of the mobile transmitters. 

3.2.5 AMPS Parameters 

For reference, the FDMA channel allocations for the AMPS analog cellular 
system are included here. The spectrum allocation for service providers A 
and B that was described in Table 3.7 is shown in greater detail in Table 3.9 
[15]. Note that the frequency assignments to the cell sectors in each seven-cell 
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cluster follow a simple pattern. The orientation and labeling of sectors is 
shown in Figure 3.21, and Table 3.10 summarizes the allocation of frequencies 
in terms of the numbers of channels. 

Table 3.9 Channel assignments for U.S. FDMA cellular systems 

I Sect. I Freauencv channels assianed I 
Block A 

1A I 1, 22, 43, 64, 85, 106, 127, 148, 169, 190, 211, 232, 253, 274, 295, 667, 688, 709, 1003 
2A 1 2. 23. 44. 65. 86. 107. 128. 149. 170. 191. 212. 233. 254. 275. 296. 668. 689. 710. 1004 
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Figure 3.21 Sector frequency channel sets for seven-cell clusters. 

Table 3.10 Summary of channel allocations 

The control channels, one for each sector, are described as "setup" 
channels in [4]. Mobile units, when turned on, measure the relative strengths 
of a standard group of these channels and determine to monitor the channel 
with the strongest signal, which can be assumed to originate from the closest 
base station transmitter; thus, one function of the setup channel signal is to 
provide a pilot (reference) signal. Digital data on a setup channel assist the 
mobile unit in its decision whether to continue monitoring that channel as 
the mobile travels from cell to cell, and inform it of the identification 
numbers of mobile units to which calls are being directed (paged). 
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In our discussions thus far on the subject of FDMA cellular systems, we 
have confined our attention to AMPS. There are other analog systems, such 
as TACS, developed in the U.K., NMT from Scandanavia, and Narrowband 
AMPS (NAMPS) developed by Motorola from the United States. Although a 
worldwide standard analog cellular system has not emerged, the individual 
systems have found use throughout the world. The characteristics of these 
different cellular systems are summarized in [16]. 

3.3 Coverage and Capacity in Cellular Systems 

The coverage of a base station sector in a cellular system is the geographical 
area in which a mobile unit may communicate with the base station with 
sufficient signal level at the base station receiver to satisfy service require- 
ments. The capacity of the same sector in the cellular system is the number 
of mobile users that can simultaneously access the base station with an 
acceptable level of mutual interference. 

In this section, the tradeoff between coverage and capacity for a cellular 
system will be discussed as it affects the design of a cellular ~ ~ s t e m . 3  

3.3.1 Coverage Limits 

The coverage of individual cellular base stations determines how many base 
stations are required to provide service to a particular geographical area. For 
a single mobile user (the "coverage-limited case" [179, the maximum range 
between the base station and the user is limited by the sensitivity of the base 
station receiver, given the amount of power that can be transmitted by the 
mobile unit. 

The sensitivity of the base station receiver is the amount of received 
signal power required to achieve a certain minimal value of the SNR at the 
receiver's input. In practice, the stated range of a mobile transmission must 
consider a "margin" that allows for interference and variation in mobile signal 
level that may occur through fading or shadowing. 

A treatment of area coverage for CDMA cellular systems is covered in Section 
10.2.3. 
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3.3.1.1 Generic Cellular System Link Budget 

The link power budget or link budget for the reverse link in a cellular system 
typically has the following components: 

+ Mobile transmitter power, in dBm 

+ Transmitter antenna gain, in dBi 

- Median link propagation loss in dB, 
a function of link distance d 

+ Cell receiver antenna gain, in dBi 

- Cell cabling losses, in dB 

- Receiver noise plus interference from other 
users, modeled as noise, in dBm 

+ Receiver processing gain (if any), in dB 

= Median received SNR, in dB 

- Required SNR, in dB 

= Excess of required SNR, in dB (margin) 

For example, an AMPS analog system has the typical link budget values that 
are listed in Table 3.11, assuming that the mobile unit is operating at max- 
imum power. 

Table 3.1 1 Typical AMPS link budget parameter values at maximum range 

Parameter 
Mobile maximum power, Pm 
Mobile transmitter antenna gain, Gm 
Median link propagation loss, Lmed 
Cell receiver antenna gain, Gc 
Cell cabling losses, LTc 
Receiver noise and interference, (N + I), 
Receiver processing gain, PG 
Median received SNR, SNRmed 
Required SNR, SNRTeq 
Excess of required SNR 

Value 
27 dBm (500 mw) 

2 dBi 
120 dB 
14 dBi 
2 dB 

-121 dBm 
0 dB 
42 dB 
18 dB 
24 dB 
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3.3.1.2 Receiver Noise Calculation 

The amount of receiver thermal noise is calculated using either an equivalent 
noise temperature or a noise figure. For the latter approach, the equation is 

No = Receiver noise power spectral density level 

= kToF (Boltzman's const x Ref. noise temp. x Noise figure) (3.33a) 

= (1.38. ~ O - ~ ~ J / O K ) ( ~ ~ ~ ~ K )  F = 4.043F . W/HZ (3.33b) 

= -203.9 dBW/Hz + NF(dB) (3.33~) 

In dBW/Hz and dBm/Hz, for a 5-dB noise figure the noise density is 

No (dB) = -204 dBW/Hz + 5 dB = -199 dBW/Hz (3.34a) 

= - 174 dBm/Hz + 5 dB = - 169 dBm/Hz (3.34b) 

In the AMPS 30-kHz (45-&Hz) receiver bandwidth, the noise power in dBm 
is 

(NOW), (dB) = -169 + 45 = -124dBm (3.35) 

With an equal amount of interference, the total ( N  + I), equals -121 dBm. 

3.3.1.3 Maximum Tolerable Propagation Loss 

After a basic link budget for the system is determined, the coverage limit for 
the cell can be expressed in terms of the maximum tolerable propagation loss. 
Using this value, a preliminary plan for the location of cell sites can be 
developed based on propagation loss prediction algorithms and map data for 
the cellular service area. A survey of propagation loss prediction formulas is 
given in Chapter 2. 

The link budget can be expressed in terms of the SNR requirement and 
a desired margin MdB and can then be solved for the maximum propagation 
loss: 

SNRmed = Pm + Gm - Lmed + Gc - LTc - ( N  + I), > SNRTeq + M ~ B  

so that 



Basic Cellular Systems Engineering 305 

For example, using the values in Table 3.11 gives the bound 

This tolerable amount of loss can be convened into a cell radius using one of 
the propagation models. 

3.3.2 Coverage Versus Capacity 

Sector capacity is limited by the amount of mutual interference among the 
mobile units that can be tolerated in order to cover a given area, while 
maintaining a margin against signal fading and shadowing losses. Conversely, 
the coverage may be viewed as being limited by capacity in that the amount 
of interference is determined by a given value of capacity and the degree to 
which this capacity is "loaded" by actual traffic in a typical situation. This 
results in a tradeoff between coverage and capacity. 

In addition to the basic link budget parameters discussed so far, 
generally other factors also affect this tradeoff, including gains (if any) due to 
diversity and multipath processing, error control coding, soft handoff, and the 
like. 

The tradeoff between cellular coverage and capacity is discussed in 
terms of the following procedure to determine the density of base stations to 
cover a particular service area as a function of offered traffic density: 

Determine the amount of link margin needed to maintain a specified 
link reliability in the face of lognormal shadowing. 

Determine any gain or loss in a multicell system due to handoff 
processing. 

Relate the received SNR to the traffic loading. 

Find the blocking probability as a function of traffic loading. 

Determine the increase in margin required versus the load. 

Find the cell radius as a function of loading and convert to base 
station density as a function of traffic density. 
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3.3.2.1 Link Margin for the Coverage-Limited Case 

The required SNR for the cell site receiver can vary considerably as signal 
channel conditions vary and may need to be determined by simulation or 
testing. However it is determined, let the required SNR in dB be denoted 
SNR,,, and let the initial consideration be given to the "coverage-limited case" 
in which there is just one cell-no cochannel interference. 

In lognormal shadowing, as discussed in Section 2.2.3, the propagation 
loss in dB can be considered to be a Gaussian RV: 

where Lmed and QdB are the median value and standard deviation of the prop- 
agation loss in dB, respectively, and X = G ( 0 ,  1) is a zero-mean, unit- 
variance Gaussian RV. Thus, the probability density function (pdf) for the 
loss in dB is 

1 2 - Lmed - 1 
PL (x) = - PG 

QdB { -  ( - 2 4 B  (3.39) 

The CDF for the loss in dB is 

x - Lmed 5 - Lmed = p G (  QdB ) = P (  QdB ) 
The complementary CDF for the propagation loss is 

00 1 x - Lmed 
e - ~ ' / ~ d u  = QG( ) E Q( X - Lmed 

- QdB QdB 
) (3.40b) 

OdB 
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The system design includes a margin MdB , intended to compensate for 
the variation in ~ropagation loss. The margin is implemented by using more 
transmitter power than would be necessary for the same link distance if there 
were no variation in the propagation loss. Including a margin, the received 
SNR in the coverage-limited (no interference) case can be written 

SNR = Pm + Gnet - Lmed(d) - adBG - Nc 

= SNRmed (d) - adBG (3.41a) 

where Pm is the transmitter power in dBm, G,,, denotes the net gain of the 
various fixed gains and losses in dB, Nc is the cell receiver noise in dBm, and 
the median value of the received SNR is 

The coverage area of the cell is defined by the maximal distance (radius) 
dm,, G Rc. Successful link operation in the coverage area is defined by the 
inequality 

SNR = SNRmed(Rc) - adBG > SNRTeq (3.42) 

As the propagation loss varies randomly, what must the margin be to 
produce successful link operation with a specified reliability? To answer that 
question, we first define reliability as the probability of successful operation: 

Reliability -- PTel Pr{SNR > SNRTeq} (3.43a) 

= Pr{SNRmed(Rc) - U ~ B G  > SNRTeq} (3.43b) 

The link margin in dB is related to link reliability PTel by 
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The values of P ( x )  and Q ( x )  are tabulated, so that it is possible to find x ,  or 
xq such that p = P(x,) or q = Q(x, ) .  Another way to express the values of 
these arguments giving specified probability values is x ,  = P-'(p) or x ,  = 
Q-' ( q ) .  Using that notation, the margin is found from 

For example, if a link reliability of Prel = 90% is desired, then from a table of 
the Gaussian distribution we find that the link coverage-limited margin needs 
to be 

MdB = U ~ B  P-'(0.90) = 1 . 2 8 1 5 5 ~ d ~  (3.44~) 

This example is illustrated in Figure 3.22. 
A typical value [18] of the standard deviation for the propagation loss 

variation is UdB = 8 dB, which becomes the standard deviation of the SNR if 
there is no power control. With adaptive power control, the mobile trans- 
mitter power can be adjusted to adapt to the variations in the propagation 
loss. A typical value [19] for the standard deviation of the SNR in that case is 
U ~ B  = 2.5dB. Thus, for 90% link reliability, the margin needs to be 
1.28155 x 8 = 10.25dB without power control and 1.28155 x 2.5 = 3.20dB 
with adaptive power control. Table 3.12 gives the single-cell margins required 
for various values of the reliability and  ad^. 

Figure 3.22 Margin required for 90% link reliability. 
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Table 3.12 Margins required for single cell 

3.3.2.2 Determination of Multicell Margin Requirements 

Having found the link margin needed for the reverse link based on an analysis 
of the single-user, single-cell case (i.e., no interference), we now consider how 
the internetworking of the base stations (and sectors of the same base station) 
in a cellular system affects the link budget. Specifically, we consider how the 
required margin in dB is modified by a "handoff gain" (which may be 
negative) to account for the particular handoff technique employed by the 
system, either: 

Hard handoff, in which the call is transferred to the adjacent cell or 
sector when the signal level in the current cell falls below a certain 
threshold. 

Soft handoff (to be discussed in Chapters 4 and 10 under CDMA 
handoff considerations), which allows simultaneous transmission to 
and from the mobile station through two base stations or cells. 

Hard handoff is commonly used by FDMA cellular systems, such as AMPS, 
because transferring the call to another cell site involves retuning the 
oscillators in the mobile's transmitter and receiver to new frequencies. When 
the mobile is near the border of two cells, the signal levels usually fluctuate at 
both cell sites, resulting in a pingpong effect. The case of a mobile traveling a 
route that crosses and recrosses a cellular boundary is handled in hard handoff 
systems by engineering a slight amount of overlap of the cellular coverage 
areas. As illustrated in Figure 3.23, in order to engineer an overlap of 
coverage areas, the link margin must be increased to ensure reliable operation 
at the extended range KR,, where R, is the cell radius and K 2 1 is a cell 
range extension factor. 

At or about the cell edge-the distance d = R, from the base station- 
the median propagation path loss can be modeled as being proportional to 
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Figure 3.23 Cell overlap in terms of range extension factor. 

some power (7) of the distance. In dB, this proportionality can be expressed 

by 

where KL is a constant and it is said that the propagation is "7-law" propaga- 
tion. For y-law propagation, the median SNR in dB at the distance nRC 
slightly into another cell is related to the median SNR in dB at the cell edge 

by 

SNRmed(nRc) = SNRmed(Rc) - 107log10n (3.46) 

As shown in Figure 3.24, to make the SNR at the distance nRc equal to the 
value that produces the desired reliability at the distance Rc, the link margin 
must be increased by 107 loglon. Thus, a system using hard handoff has a 
negative "handoff gain* that equals -lOyloglon. Example values of margin 
and handoff gain are given in Table 3.13 for a 90% link reliability and y = 4. 

For cellular technologies that permit simultaneous reception of the 
mobile at two different base stations, a form of diversity can be used in what 
is called a "soft" handoff.4 In CDMA cellular systems, soft handoff is 

4 In this chapter, our discussion of soft handoff is somewhat hypothetical and does 
not include details of system implementation. 
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Median SNR to 

I i at cell edge 

Rc a c  
Distance (log scale) 

Figure 3.24 Margins with and without extended range. 

actually employed, as described in Chapter 4 and analyzed in Chapter 10- 
frequency retuning is not required [20-221. When one base station's reverse 
link from the mobile is subject to fading, chances are the other station's 
reverse link is not. The result is that less margin is needed to ensure the same 
reverse link reliability. 

The soft handoff situation involves two random events: 

Table 3.13 Margin and hard handoff gain, PTel = 0.9 

Event 1 (El): SNRl - SNR at base station 1 > SNR,,, (3.47a) 

Event 2 (E2): SNR2 - SNR at base station 2 > SNRTeq (3.47b) 

Handoff gain, /J = 4 
OdB 

-0.85 dB 
-1.66dB 
-2.43 dB 
-3.17 dB 
-3.88 dB 

Range extension factor, K. 

1.00 
1 .05 
1.10 
1.15 
1.20 
1.25 

Required margin, M d ~ ( R c )  
10.25 dB 
1l.lOdB 
11.91 dB 
12.68 dB 
13.42 dB 
14.13 dB 
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The link is operating satisfactorily if either SNR is above the threshold 
SNR,,,, so the overall event of satisfactory link operation is the union of El 
and E2. That is, 

in which U denotes union, n denotes intersection, and the overbar denotes 
a complementary event. 

Although the soft handoff can occur at any position near the boundary 
of the cell with another cell, the analysis here concentrates on the case of a 
mobile transmitter at the boundary between the two cells. Assuming all cells 
have the same dimensions, as depicted in Figure 3.25, at the boundary the 
distance from the mobile to the two base stations is the same and that distance 
(T) varies from 0.866Rc to Rc. For lognormal variations in the SNRs on the 
two links, denoted by the subscripts 1 and 2, the soft handoff reliability is 

Figure 3.25 Soft handoff scenario. 

- -- - --  
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which is given by 

where G1 and G2 are correlated zero-mean, unit-variance Gaussian variables. 
The propagation paths from the mobile to the two base stations have at least 
one thing in common-the position of the mobile: if the mobile moves to a 
high position, both losses tend to decrease; if the mobile moves to a low 
position, both losses tend to increase. Thus the possibility of correlated prop- 
agation losses must be considered. 

The propagation losses in dB have been treated as Gaussian RVs, 
resulting in SNRs in dB that are Gaussian RVs. The correlation coefficient 
between two RVs X and Y is defined as 

If the propagation losses are correlated, so are the SNRs at the two base 
stations. The correlation coefficient for the two SNRs is found by substitut- 
ing into (3.50) the following parameters: 

The resulting correlation coefficient for the SNRs is 

That is, the correlation coefficient for the SNRs is the same as that for the 
two underlying zero-mean, unit-variance Gaussian variables G1 and G2. 

Given the correlation coefficient p for the two propagation losses, the 
reliability expression (3.49b) is 
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where 

is the joint pdf for GI and G2, and the domain of the integration is 
represenred b i  the vnshnded area in Figure 3.26. 

In (3.53b) the function L(a, b, p )  is the bivariate Gaussian probability 
integral, a function that is tabulated for certain special cases [ l l ,  $261; it is the 
area under the bivariate pdf that is illustrated by the shaded area in Figure 
3.27. For equal first and second arguments, the following special relationship 
holds: 

and the function L(.  , 0, .) is tabulated and graphed in [Ill.  For 90% 
reliability at the cell boundary, the worst case (largest margin) is found by 
combining (3.53b) and (3.54) to obtain 

Figure 3 .26 Domain o ~f integration for joint probability. 
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I / p(x, y )  = Constant 

Figure 3.27 Bivariate probability integral. 

Graphically solving (3.55) from the curves in [ I l l  for the margin as a function 
of p results in the data plotted in Figure 3.28 for different values of the 
reliability. For example, for zero correlation (p = O), the solution of (3.55) 
for 90% reliability gives MdB(R,) = 0 . 4 8 0 ~ ~ ;  for a correlation coefficient of 
p = 0.5, the same conditions yield MdB(Rc) = 0 . 7 7 0 ~ ~ .  Table 3.14 gives 
values of the soft handoff margin and handoff gain for several situations. 

Note that the required margin for soft handoff is low for negative 
correlation, when it is likely that the other link is good when one of them is 
bad, and the required margin is high for positive correlation, when the links 
tend to be either good or bad at the same time. Because the two links have 
the mobile location in common, it is to be expected that the correlation is 
positive. 

The combination of negative handoff gains for cellular systems with 
hard handoff, such as FDMA, and of positive handoff gains for those with 
soft handoff, such as CDMA, gives the latter significant advantages in the 
reverse link power budget. The net handoff gain advantage of soft handoff 
over hard handoff is shown in Table 3.15 for p = 0.5, p = 4, K. = 1.05, and 
for adB  = 8dB (without power control) and U ~ B  = 2.5 dB (with power 
control). The table shows that the advantage is about 5dB without power 
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Correlation coefficient, p 

Figure 3.28 Relative margin in dB versus correlation. 

Table 3.14 Soft handoff margin and gain 

O ~ B  = 8 dB CdB = 2.5 dB 

PA P MdB (R,J Handoff gain (Rc) Handoff gain 
UdB 

0.9 -0.5 0.19 1.52 8.73 0.48 2.72 
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Table 3.15 Handoff gain advantage of soft handoff over hard 

control and about 2 dB with power control. The soft handoff system can use 
this advantage to reduce mobile transmitter power, which lowers the drain on 
the battery and also increases system capacity because of the reduction in 
mutual interference. Or, for the same power, a larger cell size can be used 
~ 9 1 .  

3.3.2.3 Reverse Link C/I  and C/N as Functions of System Loading 

In the discussions in this section so far, the background presented has estab- 
lished the hypothetical comparison shown in Table 3.16 of the link power 
budgets of analog cellular systems with hard and soft handoff in terms of the 
received signal levels required on the reverse link for 90% link reliability and 
a standard deviation for the SNR in dB of adB = 8dB. Next we show how 
cellular size and coverage considerations can be associated with capacity 
considerations. In doing so, the received C / I  ratio is related to the reverse 
link traffic and to the blocking probability for the mobile telephone calls. 
Then the required signal level is found as a function of the reverse link traffic 
level in Erlangs. These results will then be put together to develop the trade- 
off between cellular system coverage and traffic loads. 

Table 3.16 Comparison of reliable signal levels 

Required SNR in dB 
+ No for 5-dB noise figure 
+ RF bandwidth in dB 

Minimum required signal 
+ 1-cell margin for 90% reliability 
- Handoff gain 

Reliable signal level 

Hard handoff I Soft handoff 
18 dB 

- 169 dBm/Hz 
44.8 dBHz 
- 106.2 dBm 

10.3 dB 
-0.8 dB 

-95.1 dBm 
4.1 dB 

-100.0 dBm 
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When the cellular system is loaded with calls to its capacity, by definition the 
received C/I is just sufficient to meet the link requirements, but will not 
meet the requirements if another user is added to the link. In the case of an 
FDMA system, these considerations have led to the selection of three-sector, 
corner-fed cells in seven-cell clusters with a capacity of 18 or 19 channels per 
sector [4]. The analog FDMA cellular system requires a C/I value of 18 dB 
for satisfactory operation. By design, the C / I  can be assumed to be equal to 
the required 18 dB for a fully loaded system; that is: 

C -- - 18dB (3.56) 
Imaz  

It follows that if I = kImaz , where k is the fractional loading, then a general 
expression for C / I  is 

This relationship between the C/I in dB and the fractional traffic load is 
shown in Figure 3.29. 

The fractional loading of the sector k can be related to the quantity of 
traffic in Erlangs. An Erlang corresponds to a continuously occupied 
channel. Thus, when the fraction k of the sector's channels are in use 
(systemwide), then it can be said that the traffic load is kNch Erlangs, where 
NCh is the number of channels per sector-18 or 19 in the AMPS system, as 
discussed in Section 3.2. This correspondence is approximate because it is 
unlikely that every sector in the system will have the same loading as its inter- 
fering sectors at any given time. 

Thus related to Erlangs, the C/I for AMPS can also be related to a 
value of blocking probability (B) using some formula for blocking as a 
function of traffic load in Erlangs (A) and the number of channels (N). A 
widely used formula for blocking probability is the Erlang B formula, which 
gives the values for blocking as a function of load in Erlangs shown in Table 
3.17 (up to 3% blocking) for the numbers of channels per sector in an AMPS 
cellular system. These values of blocking probability are plotted in Figure 
3.30 along with the C/I, now a function of load in Erlangs. Note that the 
sectors with 19 channels have a significant advantage over those with 18 
channels. Note also that the C/I is about 20dB for a 2% blocking 
probability, a commonly accepted grade of service for cellular telephones. 
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Fractional load per sector 

Figure 3.29 CII as a function of loading for an FDMA cellular system. 

Table 3.17 Blocking probabilities for an AMPS system 

Load in Erlangs 
A 

8.0 
8.5 
9.0 
9.5 
10.0 
10.5 
11.0 
11.5 
12.0 
12.5 
13.0 
13.5 

Blocking for 
Nch = 18 
.000945 
.00171 
.0029 
.00466 
.00714 
.0105 
.0148 
.0201 
.0265 
.031 
- 

Blocking for 
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Loading in Erlangslsector 

Figure 3.30 AMPS CII and blocking probability versus load in Erlangs. 

The blocking mechanism in AMPS is the unavailability of a discrete 
channel assignment at the moment that a call is desired. Because the callers' 
activities are uncoordinated, low blocking probabilities are achieved only 
when the average number of active users (represented by the load in Erlangs) 
is considerably less than the number of channels. For example, it can be seen 
in Figure 3.30 that a 2% blocking probability is exceeded when the sector 
loading is 12 users (11.5E) for the sectors with 18 FDMA channels and 13 
users (12.3E) for the sectors with 19 FDMA channels. 

The required C/N, and therefore the required received signal power C ,  
can be found as 

Substituting 18 dB for the required value of C/(N + I )  and 18 dB - 10 loglok 
for C / I ,  we find that 
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which implies that 

Thus, the received signal level in dBm must increase by the amount 
-10 loglo(l - k), where k is the fractional loading of the reverse link. 

Previously we found in the case of no interference (see Table 3.16) that 
the required signal level at the AMPS base station receiver must be - 106 dBm 
without a margin and -95.1 dBm including a margin that ensures a 90% link 
reliability with a hard-handoff extension of the radius of the cell of 5% to 
reduce the pingpong effect. Substituting the required signal level with no 
interference in (3.59b) results in 

A graph of required signal level in dBm with and without a reliability margin 
is given in Figure 3.31, in which the blocking probability is also plotted, both 
as a function of the sector loading in Erlangs. We note from this figure that at 
a 2% blocking probability, the required signal level is about -91 dBm with a 
reliability margin and about -102 dBm without such a margin. Figure 3.32 
shows the required signal level as a function of traffic, assuming a hard- 
handoff reliability margin is used, for different target values of the reliability. 

3.3.2.4 System Coverage Versus Traffic Load 

Having found the values of received signal strength needed by the AMPS 
cellular system as a function of user traffic, the signal strength is next 
converted into a cell radius through the use of a propagation loss model, 
thereby relating the cell size to the traffic load. This relation is then used to 
show the area density of base stations needed by the system as functions of 
traffic. 

Along with these operations, we also bring into the methodology 
specific consideration of additional link budget parameters such as cable losses 
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Loading, Erlangslsector 

Figure 3.31 AMPS required signal level versus traffic loading. 

0 5 10 15 20 

Loading, Erlangslsector 

Figure 3.32 AMPS required signal level, reliability varied. 
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and antenna gains, as well as an allowance for the additional signal attenuation 
that may occur when the mobile user is inside a building. 

The CCIR empiral formula for the median propagation path loss, 
discussed in Chapter 2, is given by 

L(d) = 69.55 + 26.16 loglo f~~~ - 13-82 loglohl - a(h2) 

+ (44.9 - 6.55 10g10hl)l0g10dk~ - B (3.60) 

where dkm = Link distance in kilometers 

fMHz = Center frequency in megahertz 

hl = Base station antenna height in meters 

hz = Mobile receiver antenna height in meters 

a(h2) = Antenna height-gain function 

= (1.1 loglo fMHZ - 0.7)h2 - ( 1 . 5 6 1 0 g l o f ~ ~ ~  - 0.8) 

B = 30 - 25 loglo(%) 

where (%) is the percentage of area covered by buildings. The cell radius will 
be obtained by finding the distance at which the propagation loss, when used 
in the link power budget, results in the received signal level being equal to its 
required value, as a function of the traffic load. Substituting the typical 
cellular parameter values fMHz = 850, hl = 30, and h2 = 1.5 into the CCIR 
formula results in 

L(d) = 95.76 + 35.22 loglodkm + 25 loglo(%) (3.61a) 

= 120.76 + 35.22 loglodkm, 10% buildings (3.61b) 

= 113.23 + 35.22 loglodkm, 5%buildings (3.61~) 

Table 3.18 gives a summary of certain link budget parameters that are needed 
for the development that follows [li']. 

Relating the link budget for AMPS at the edge of the cell, where the 
distance equals the cell radius R,, results in 
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Table 3.18 Detailed link budget parameters 

which by eliminating C and rearranging leads to an expression for L(R,) as a 
function of traffic. This can be compared with the CCIR formula: 

28 dBm 
0 dBm 

2.1 dBm 
3dB 
10 dB 

14.1 dBi 

P, 
Lt, 
G, 
L, 
Lb 
G, 
L,, I cell site cable losses 
P,-Lt ,+G,-Lo-Lb+G,-L, ,  

Solving these two expressions for L(R,) for the cell radius gives 

mobile transmitter power 
mobile cable losses 
mobile antenna gain 
mobile antenna orientation loss 
allowance for building penetration 
cell site antenna gain 

2dB 
29.2dBm 

Figure 3.33 shows the cell radius of AMPS as a function of k for two values 
for the percentage of buildings, 5% and 10%. 

The area coverage of a cellular system can be expressed in terms of the 
number of base stations required per unit area, or for a nominal area such as 
1,000 lun2. Having found an expressions for the cell radius Rc, parametric in 
the fractional user load (k) and the percentage of buildings in the service area, 
the area of the sector of a hexagonal cell with three sectors is easily formu- 
lated as 

a,,, A $ R: = 0.866 [c(1 - k)0'284] 2km2 (3.64) 
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Figure 3. 33 Cell radius versus number of active users per sector. 

where the parameter c = 2.055 for 5% buildings and c = 1.256 for 10% 
buildings when Prel = 0.9 and U ~ B  = 8 dB. 

Let a 0  be defined as a unit area expressed in square kilometers, and let 
the base station density be denoted y.  The relation for y when a 0  = 1,000 
km2 is found from the ratio 

1 base station y - - - - 1,000 + y=---  (3.65) 
3 asector a 0  3 asector 3 asector 

where aSeaor is defined in (3.64). In Figure 3.34, the base station density y is 
shown as a function of the fractional loading when Prel = 0.9 and U ~ B  = 8 
dB. The base station density increases with the loading because the radius of 
the cells decreases with the loading in order to maintain the required SNR 
under higher interference conditions. 

Another view of AMPS cellular system coverage can be made in terms 
of the amount of user traffic per unit area that can be carried. The number of 
active users (Erlangs of traffic) being carried per sector is kNch, wherethe 
values Nch = 19 may be taken. Per unit area, the user traffic density is 
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Figure 3.34 Base station density versus fractional sector loading. 

x = traffic density = M/a,,,,, = kNCh/a,,,,, (3.66) 

As shown above in (3.64), the sector area a,,,,, itself is a function of the 
fractional loading, so that (3.66) gives the user traffic density x as the ratio of 
two functions of k. 

Figure 3.35 shows the user traffic density of an AMPS cellular system 
when PTer = 0.9 and U ~ B  = 8 dB, for 5% and 10% buildings. The figure 
shows that, at 50% loading of the system and 10% of the service area covered 
by buildings, the AMPS system can service about 1 0 ~ / k m ~ .  

As a final step in showing the tradeoff between area coverage and traffic 
capabilities for a cellular system, it is possible to plot the base station density 
y = y(k)  as given in (3.65) against the user traffic density x = x (k )  as given 
in (3.66). Such a plot eliminates the parametric variable k. In Figure 3.36, 
the base station density is plotted against the active user density when 
PTer = 0.8 and adB = 8dB. For example, if there are, on the average, five 
active users per square kilometer and 10% buildings, the AMPS system will 
require about 300 base stations per 1,000 km2. 
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Figure 3.35 User traffic density versus fractional loading. 
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Figure 3.36 Base station density versus user traffic density. 



328 COMA Systems Engineering Handbook 

References 

Bear, D., Principles of Telecommunication Traffic Engineering, revised 
3rd ed., London: Peter Peregrinus Ltd. on behalf of the IEE, 1988. 

Beckmann, P., Elementary Queuing Theory and Telephone Traffic, 
Geneva, IL: Lee's ABC of the Telephone, 1977. 

Jakes, W. C., ed., Microwave Mobile Communications, New York: 
IEEE Press, 1994. 

MacDonald, V. H., "The Cellular Concept," The Bell System Technical 
Journal, Vol. 58, No. 1, pp. 15-41, Jan. 1979. 

Mehrotra, A., Cellular Radio: Analog and Digital Systems, Boston: 
Artech House, 1994. 

Kim, K. I., "CDMA Cellular Engineering Issues," IEEE Trans. on 
Vehicular Technology, Vol. 42, No. 3, pp. 345-350, Feb. 1995. 

Dijkstra, E. W., "A Note on Two Problems in Connection with 
Graphs," Numerical Mathematics, Vol. 1, pp. 269-271, 1959. 

Claiborne, J. D., Mathematical Preliminaries for Computer Networking, 
New York: Wiley, 1990. 

Schwartz, M., Telecommunication Networks: Protocols, Modeling and 
Analysis, New York: Addison-Wesley, 1987. 

Rappaport, T. S., R. Muhamed, and V. Kapoor, "Propagation 
Models," in The Mobile Communications Handbook, J. R. Gibson, ed., 
New York: CRC Press/IEEE Press, 1996. 

Abramowitz, M., and I. Stegun, eds., Handbook of Mathematical 
Functions, National Bureau of Standards Math Series No. 55, 
Washington: Government Printing Office, 1970. 

Boucher, N. J., The Cellular Radio Handbook, 2nd ed., Mendicino, 
CA: Quantum Publishing, 1992. 

"Cellular System Dual-Mode Mobile Station-Base Station Compati- 
bility Standard," EIA/TIA Interim Standard IS-54B, Washington: 
Telecommunications Industry Association, Apr. 1992. 

Macario, R. C. V., Cellular Radio Principles and Design, New York: 
McGraw-Hill, 1993. 



Basic Cellular System Engineering 329 

Lee, W. C. Y., Mobile Cellular Telecommunications Systems, New 
York: McGraw-Hill, 1989. 

Walker, J., Mobile Information Systems, Boston: Artech House, 1990. 

Wheatle~, C. E., "Trading Coverage for Capacity in Cellular Systems: 
A System Perspective," Microwave Journal, pp. 62-79, July 1995. 

Miller, L. E., "Propagation Model Sensitivity Study," J. S. Lee 
Associates, Inc., report JC-2092-1-FF under contract DAAL02-89-C- 
0040, July 1992. (DTIC accession number AD-B166479.) 

Viterbi, A. J., A. M. Viterbi, and E. Zehavi, "Performance of Power- 
Controlled Wideband Terrestrial Digital Communication," IEEE 
Trans. on Communications, Vol. 41, No. 4, pp. 559-569, Apr. 1993. 

Lee, J. S., "Overview of the Technical Basis of Qualcomm's CDMA 
Cellular Telephone System Design-A View of North American 
TIA/EIA IS-95" (invited paper), Proc. IEEE 1994 Singapore Internat'l 
Con5 on Communicatios Systems, pp. 353-358, Nov. 14-18, 1994. 

Lee, J. S., L. E. Miller, and W. A. Jesser, Jr., "Comparative Views of 
Modulation Schemes for the North American TDMA (IS-54) and 
CDMA (IS-95) Mobile Cellular Systems," Proc. 1994 Internat'l Conf: 
on Personal, Mobile Radio and Spread Spectrum Communications, pp. 
4.3.1-4, Beijing, Oct. 12-14, 1994. 

Viterbi, A. J., A. M. Viterbi, K. S. Gilhousen, and E. Zehavi, "Soft 
Handoff Extends CDMA Cell Coverage and Increases Reverse Link 
Capacity," IEEE]. on Selected Areas in Communications, Vol. 12, No. 
8, pp. 1281-1288, Oct. 1994. 

Appendix 3A Demonstration That the Form of Pk Satisfies 
the Equations 

The general equation to be satisfied is 

Substituting for Pk on the left-hand side gives 
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= (k+l) jh Pk+i + X Pk-1 QED 

Appendix 3B Moments for the Erlang B Distribution 

Given the values of {Pk, k = 0, 1, .. . , N), the average number of lines 
occupied at any given time is 

The mean square of the number of occupied lines similarly is found 

Therefore, the variance of the number of lines being occupied is 
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Note that, for small values of B, which holds in general for N > A, the mean 
and variance are both approximately equal to A. 

Appendix 3C Summary of Blocking Formulas 

The Erlang B formula for blocking probability is a convenient method for 
relating the number of channels (N) and the amount of offered traffic ( A )  for 
a given probability of blocking. The formula strictly applies, however, only 
to the case of a very large number of traffic sources-so that the rates of 
arrival and departure do not depend on the number of calls in progress-and 
to the case of "lost calls cleared." When a call is blocked (lost) because the 
channels are all occupied, the Erlang B formula results from assuming that the 
call is not tried again. 

Table 3C.1 gives a summary of several blocking formulas and the 
assumptions on which they are based. A comparison of the formulas for a 
particular example (M = 88, N = 30) is shown in Figure 3C.1. The several 

Table 3C.1 Summary of blocking formulas 

N 
Erlang B 1 Calls "cleared," do not recur I Bl = P N / ~  Pk, with P k  = Ak/k! I 

k=O 

Blocking analysis 

Formulas for finite number of traffic sources, M 
I 

Formulas for large (infinite) numbers of traffic sources 

Treatment of lost calls 

Lost c d s  return [3] 

Erlang C [2] 

Molina [I], [3] 

Blocking formula 

Calls reenter until served 

Lost calls "held" in infinite 
queue, eventually served 

Same as Erlang C 

Engset [I 1, [2], [3] 

Given B, effective load is 
A' = A ( l -  B) 

B = B1/[1 - A(l - B I ) / N ]  

N-l 
B =  1 -e-AxPk = 

k=O 
E P k  

k=N 

Lost calls are cleared 

Bernoulli [3] 

(compute B, A parametric) 

Lost calls held 

and A(p) M P / [ ~ +  pBz(p)l 
M 

B = c ( " ; ~ ' ( + ) ~ ( l -  +)"-k k=N 
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Figure 3C.1 Comparison of blocking probability formulas. 

formulas are due to the fact that, in practice, telephone systems attempt to 
increase efficiency and customer satisfaction by "holding" or delaying calls 
that cannot be serviced immediately because the N lines are all in use. The 
calls are held in a queue for a short time on the chance that a line will become 
available soon. The event of "blockingm in this type of system is not that the 
lines are all in use when the call arrives, but that the call is delayed. 



Overview of the IS-95 Standard 

This book is designed to explain the principles underlying CDMA digital 
cellular systems, and this chapter, by providing an overview of the IS-95 
CDMA standard [I], functions as a "gateway" or point of departure for the 
contents in the rest of the book. The overview is intended for the reader to 
gain an overall familiarity with the system. 

The full title of the IS-95 standard is "Mobile Station-Base Station 
Compatibility Standard for Dual-Mode Wideband Spread Spectrum Cellular 
System," which indicates the fact that the document is a common air interface 
(CAI)--it does not specify completely how a system is to be implemented, 
only the characteristics and limitations to be imposed on the signaling 
protocols and data structures. Different manufacturers may use different 
methods and hardware approaches, but they all must produce the waveforms 
and data sequences specified in IS-95. 

Just as little is said in IS-95 about the implementation of a particular 
requirement, the theory motivating and justifying the various requirements is 
not given in any detail. Because in many cases the significance of a particular 
requirement is not obvious, there is a need for the type of background 
information provided in this book. Once the principles behind the require- 
ments are understood, the operational significance of the requirements is 
often enhanced, and the implementation alternatives are apparent. 

The IS-95 standard refers to a "dual-mode" system, one that is capable of 
both analog and digital operation to ease the transition between current 
analog cellular systems and digital systems. Therefore, there are sections of 
IS-9.5 for both analog and digital cellular systems. Although attention is paid 
in Chapter 3 to analog cellular systems engineering issues, in general this 
book concentrates on the CDMA cellular system, and in this chapter only the 
sections of IS-95 dealing with the digital system are summarized. 

The IS-95 system, like all cellular systems, interfaces with the PSTN 
through an MTSO, as suggested in Figure 4.1. In that figure, the mobile 
stations are shown to communicate with base stations over "forward" 
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Figure 4.1 Cellular system architecture. 

(base-to-mobile) and "reverse" (mobile-to-base) radio links, also sometimes 
called "downlink" and "uplink," respectively. 

The radio communications over the forward and reverse links of the 
digital communications system that are specified by IS-95 are organized into 
"channels." Figure 4.2 illustrates the different channel types that are desig- 
nated in IS-95: pilot, synchronization, paging, and traffic channels for the 
forward link; and access and traffic channels for the reverse link. 

As will be shown, the modulation techniques and even the multiple 
access techniques are different on the forward and reverse links. Both links of 
the IS-95 system, however, depend on the conformity of all transmissions to 
strict frequency and timing requirements. Therefore, before proceeding to 
describe the forward and reverse link channels in Sections 4.2 and 4.3, 
respectively, we discuss the use of frequency and time in the system. 
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Base station channels I 

Figure 4.2 IS-95 forward and reverse link channels. 

4.1 Coordination of Frequency and Time 

The IS-95 standard concerns communications over the radio links between 
base station transceivers in one or more geographically dispersed fixed loca- 
tions and subscriber transceivers in geographically dispersed mobile locations, 
as depicted previously in Figure 4.1. A number of base station sites are 
connected with and controlled by a base station controller that is associated 
with an MTSO, which interfaces with the PSTN through a mobile switching 
center (MSC). The several MTSOs in a region are in turn under the control 
of an operations management center (OMC). One of the critical functions of 
an MTSO in a CDMA system (also called a base station controller-BSC) is 
the maintenance of frequency and time standards. As suggested in Figure 4.3, 
each CDMA MTSO has a time and frequency coordination function, in 
addition to the normal cellular functions of the MTSO, that provides required 
timing and frequency signals such as a frequency reference, time of day, 
synchronization reference, and system clocks, based on reference signals 
broadcast by satellites in the Global Positioning System (GPS). 

In this section, we review the aspects of the IS-95 standard that relate to 
the coordination of frequency and time resources and the maintenance of 
frequency and time standards. 
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Figure 4.3 MTSO functions. 

4.1.1 Cellular Frequency Bands and Channels 

In North America, the first-generation analog cellular system, AMPS [2], uses 
FDMA to divide the allocated spectrum into 30-kHz analog FM voice 
channels. The frequency allocations for these voice channels are diagrammed 
in Figure 4.4. The "A" and "B" designations of the frequency bands refers to 
the Government's policy of licensing two cellular providers in a given 
geographical area: a carrier (A) whose business is primarily wireless systems, 
and a carrier (B) whose business traditionally has been wireline telephone 
communications. For historical, rather than technical, reasons the bands 
assigned to a particular provider are not contiguous-originally a contiguous 
band of lOMHz was assigned to each provider; this allotment was later 
increased to 12.5MHz by adding the smaller bands indicated in Figure 4.4. 
The dual-mode compatibility requirement dictates that the analog portion of 
equipment based on IS-95 be capable of operating in these bands and using 
these channels. 

The correspondence between channel number N and center frequency 
is given for mobile and base station by 

[ 0.030 N + 825.000 MHz, 
fmobile = (4. la) 
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Figure 4.4 Cellular frequency allocations. 

and 

0.030 N + 870.000 MHz, 
fbase = 

0.030(N - 1023) + 870.000MHz, 

For example, for channel 689, the forward 

B' 

2.5 MHz 

link center frequency is 
fbase = 890.670MHz and the reverse link center frequency is fmObil, = 
845.670 MHz. 

Unlike an FDMA cellular system, a CDMA cellular system does not 
require the use of "clusters" of cells to enforce a minimum reuse distance 
between cells using the same frequency channels in order to control the 
amount of cochannel interference. Instead, adjacent CDMA cells reuse the 
identical spectrum and utilize spread-spectrum processing gain to overcome 
interference. 

The nominal bandwidth of the IS-95 CDMA waveform is 1.25 MHz. 
Figure 4.4 shows that the smallest contiguous segment of bandwidth is 1.5 
MHz. The IS-95 choice of chip rate was dictated in part by a desire to operate 
a CDMA system in the 1.5-MHz A' band. In concept, the transition from 
analog to digital cellular in a given service area can be based on overlaying the 
CDMA waveform on a subset of the analog frequencies (simultaneous 
operation), or by arranging that the analog system does not use those 
frequencies (disjoint operation). 
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Because of the relatively wide bandwidth of the IS-95 digital waveform, 
its center frequencies are restricted to those cellular channels shown within 
the rectangles drawn in Figure 4.5. For example, the lowest mobile center fre- 
quency is 824.700 MHz (channel 1013), which is about half the CDMA signal 
bandwidth away from the lower edge of the A" band. This restriction allows 
for up to five simultaneous CDMA waveforms at different center frequencies 
(frequency assignments or FAs) for operator A, and up to six for operator B, 
depending upon the size of the guard band used to separate CDMA 
waveforms in frequency. 

4.1.2 System Time 

While the maintenance of a systemwide time standard is not essential to the 
analog cellular system, it is a critical component of the CDMA digital cellular 
system design. Each base station of the IS-95 system is required to maintain a 
clock that is synchronized to GPS time signals. The known beginning of the 
GPS time count (time 00:00:00 on Jan. 6, 1980) is traceable to Universal 
Coordinated Time (UTC) and is required to be aligned in a particular fixed 
way with the PN codes used by every base station in the CDMA system-two 
"short" PN codes having 26.66-ms periods, and a "long" PN code that has a 
period that is over 41 days long, as we discuss in greater detail in what 
follows. 

The particular alignment of base station PN codes with the beginning 
of GPS time is discussed in Section 6.3.4.2. 

Cell TX 
( M W  

Mobile TX 
( M W  

Figure 4.5 Allowed CDMA center frequency regions for A and B operators. 
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The synchronization of time standards for the several CDMA base 
stations in a cellular service area is necessary because each base station trans- 
mits on the same center frequency and uses the same two short PN codes to 
spread its (forward link) waveform, the different base station signals being 
distinguished at a mobile receiver only by their unique short PN code starting 
positions (phase offsets), as illustrated in Figure 4.6. 

Although the base stations are synchronized to each other because each 
is synchronized to GPS, in general each mobile unit receives the base station 
signals with a different combination of propagation delays, because the 
mobile is usually at a different distance from each base station. (Traveling at 
the speed of light, signals are delayed by 3.336ns/m or l.Ol'lns/ft.) The 
system time reference for a particular mobile is established when it acquires a 
certain base station signal, usually that from the nearest base station, affiliates 
with that base station, and reads the ~~chronization message broadcast by that 
base station. The message contains information that enables the mobile unit 
to synchronize its long PN code and time reference with those of that 
 articular base station-but slightly delayed, due to the distance of the mobile 
from the selected base station. Using this delayed version of system time, the 
mobile transmits on the reverse link, and its signal is received with additional 
delay at its affiliated base station. 

I_ 
One PN code period (MN chips) 

_I 
Reference (zero-offset) code phase 

I I I I I - I 1 I I I I I I I I ~ I I I ~ ~ I ~ I I 1 I ~ I I ~ - ~ I I I I  

Second offset code phase (2N chips) 
I ~ I I I I I I I I - ~ I I I I I I I ~ I ~ ~ I I I ~ I I ~ I ~ ~ I I ~ ~ ~  

Fourth offset code phase (4N chips) 
I I I I t I I l I I I I I I I ' . ~ I I J ~ ' J ~ J I I I I I I I I 1 I I I 1  

'start of PN sequence 

Figure 4.6 Short PN code offsets are assigned to different base stations. 
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4.2 Description of Forward Link Operations 

The forward link channel structure consists of the transmission of up to 64 
simultaneous, distinct channels with varying functions that are orthogonally 
multiplexed onto the same RF carrier. One of these channels is a high-power 
pilot signal that is transmitted continuously as a coherent phase reference for 
reception of carriers modulated by information. Another of these channels is 
a continuously transmitted synchronization channel that is used to convey 
system information to all users in the cell. Up to seven paging channels are 
used to signal incoming calls to mobiles in the cell and to convey channel 
assignments and other signaling messages to individual mobiles. The 
remainder of the channels are designated as traffic channels, each transmitting 
voice and data to an individual mobile user. 

4.2.1 Forward Link CAI Summary 

The IS-95 document [I] specifies a CAI for the CDMA cellular system that 
different manufacturers of equipment for the system can use to ensure that 
their design implementations (possibly different in some respects) work to- 
gether. Before going into details of the various aspects of the IS-95 forward 
link design, we first provide a summary of the main features of the forward 
link CAI. 

Multiplexing: the forward link channelization is based on an orthogonal 
code-division multiplexing scheme using an orthogonal set of "sub- 
carrier" digital waveforms known as Walsh functions. In this primary, 
multiple-access sense, the "C" in CDMA on the forward link refers to 
Walsh function multiplexing. 

Interference rejection: the forward link waveform is modulated by 
direct-sequence PN code spread-spectrum techniques to isolate the 
signals received from a particular base station and to discriminate 
against signals received from other base stations. In the sense that the 
mobile receiver uses PN code phase to distinguish base station signals 
(but not individual channels), the "C" in CDMA on the forward link 
refers to the PN code phase as well as the Walsh functions. 

0 Modulation: the forward link waveform features modulation of I (co- 
sine) and Q (sine) RF carriers by different PN-coded bipolar ( f ) base- 
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band digital data streams, thereby generating a form of quaternary 
phase-shift keying (QPSK). 

Pulse shaping: the shape of the baseband digital pulses in the I and Q 
output channels is determined by a FIR filter that is designed to control 
the spectrum of the radiated power for minimal adjacent-frequency 
interference. 

P N  chip rate: the PN code chip rate, which is 1.2288 Mcps, is 128 times 
the maximal source data rate of 9.6 kbps. 

Effective bandwidth: for the PN chip rate and spectrum control speci- 
fied, the energy of the IS-95 forward link signal is almost entirely 
contained in a 1.25-MHz bandwidth. 

Voice coding: a variable-rate vocoder is specified, with data rates 1,200, 
2,400, 4,800, and 9,600 bps depending on voice activity. 

Enor-control coding: the forward link uses rate 4 convolutional coding, 
with Viterbi decoding. 

Interleaving: to protect against burst error patterns (a distinct possibil- 
ity on the fading mobile communications channel), the forward link 
interleaves code symbols before transmission, using a 20-ms span. 

4.2.2 Orthogonal Multiplexing Scheme 

On the forward link, each channel is distinguished by a distinct orthogonal 
Walsh sequence modulated by the encoded data, much like an individual 
telemetry subcarrier that is modulated by one of several data sources. Walsh 
sequences are the rows of Hadamard matrices whose dimensions are powers 
of 2 and are orthogonal when correlated over their period. Data on the 
paging and traffic channels are scrambled using an assigned phase offset of a 
long PN code that provides a degree of privacy, but is not used to distinguish 
the channels. The channel assignments are shown in Figure 4.7 with their 
corresponding Walsh sequence "covers," H i ,  where i = 0, 1,. . . , 63. Hada- 
mard and Walsh sequences are discussed in detail in Chapter 5. 

The baseband data rate from each of the channels being multiplexed 
varies, as discussed below, with the highest rate being 19.2 kilosymbols per 
second (ksps). Each channel's baseband data stream is combined with an 
assigned 64-chip Walsh sequence that repeats at the 19.2-ksps rate. Thus, the 
orthogonally multiplexed combination of forward link channels forms a 
baseband data stream with a rate of 64 x 19.2 ksps = 1.2288 Mcps. 
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Figure 4.7 Forward link channel assignments. 

As indicated in Figure 4.8, the multiplexed data stream for a particular 
channel is combined separately with two different short PN codes that are 
identified with I- and Q-quadrature carrier components. The I- and Q- 
channel PN codes are denoted by PNI(t, Oi) and PNQ(t, Oi), respectively, 
which are generated by fifteen (n = 15) stage linear feedback shift registers 
(LFSR). The notation Oi denotes the PN code ofset phase assigned to a 
particular base station, which is selected from 512 possible values. We discuss 
the details of how 512 values come about shortly. Thus, unlike conventional 
QPSK, which assigns alternate baseband symbols to the I- and Q-quadratures, 
the IS-95 system assigns the same data to each quadrature channel. There is a 
good reason for the IS-95 system to adopt this particular scheme-an 
analytical explanation of the rationale is given in Section 7.3. It is common to 
speak of the operations depicted in Figure 4.8 as "quadrature spreading" [3]. 
The two quadrature digital baseband waveforms are shaped using FIR filters, 
as shown Figure 4.8, in order to control the shape of the emitted spectrum, 
which we discussed in Section 1.4.2. The shaped I- and Q-channel signals are 
modulated by in-phase carrier (cos 27r f,t) and quadrature-phase carrier (sin 
27r f,t) and are then combined and transmitted. 
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Figure 4.8 lluadrature spreading for the forward link, 

4.2.3 Forward Link Channels 

The orthogonal multiplexing operations on the forward link are shown in 
Figure 4.9. The forward link channels consist of pilot channel, sync channel, 
paging channels, and traffic channels as indicated in the figure. Each channel 
is modulated by a channel-specific Walsh sequence, denoted Hi,  i = 0,1, . . . , 
63. The IS-95 standard assigns Ho for the pilot channel, Hg2 for the 
synchronization channel, HI to H7 for the paging channels, and the 
remainder of the Hi to the traffic channels. Note that we use the notation Hi 
to designate Walsh function i, which is also denoted as Wi. In this book, we 
use Hi and Wi synonymously. The reasons behind this notation are fully 
explained in Chapter 5. Note that the I-channel PN sequence and the Q- 
channel PN sequence simultaneously quadrature-modulate each of the 
forward link channels. The quadrature spreading circuit for each channel is as 
shown in Figure 4.8. 

For modularity and the ability to give each channel a different gain and 
RF power, each channel is separately filtered for RF modulation (Chapter 11 
covers this aspect in detail). Each channel is spread-sprectrum modulated by 
quadrature PN codes. We now discuss the channel types. 
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Figure 4.9 Forward link multiplexing operations. 

4.2.3.1 Pilot Channel and Ouadrature PN Codes 

The pilot channel is used primarily as a coherent phase reference for demod- 
ulating the other channels; for this reason, IS-95 requires that the chip timing 
and carrier phase of each forward link channel be in very close agreement. 
The pilot clknnel is easily acquired by the mobile receiver because it has no 
data modulation, only the quadrature PN codes shown above in Figure 4.8 
and Figure 4.9. Because the pilot channel is necessary for crucial timing infor- 
mation, it is transmitted at a higher power level than the other channels. 



Overview of IS-95 345 

The engineering principles involved in choosing the relative powers of 
the forward link channels for optimal CDMA systems operation are fully 
discussed in Chapter 11. 

The pilot baseband "data" (which are a constant logical 0) are modula- 
ted at a Walsh chip rate of 1.2288 Mcps by Ho, the 0th row of the 64 x 64 
Hadarnard matrix, which is the Walsh sequence consisting of 64 zeros-thus, 
in effect, it is not modulated at all. The multiplexed baseband data input from 
the pilot channel to the forward link quadrature spreading modulator of 
Figure 4.8 is a constant logical 0.l 

The two distinct short PN codes in Figures 4.8 and 4.9 are maximal- 
length sequences generated by 15-stage shift registers and lengthened by the 
insertion of one chip per period in a specific location in the PN sequence. 
Thus, these modified short PN codes have periods equal to the normal 
sequence length of 215 - 1 = 32,767 plus one chip, or 32,768 chips. As indi- 
cated previously in Figures 4.6 and 4.8, each base station is distinguished by a 
different phase offset Oi of the in-~hase (I) and quadrature-phase (Q) PN 
sequences. Each offset is a multiple of 64 PN chips, which yields 
32,768/64 = 512 possible 64-chip offsets. 

At a rate of 1.2288 Mcps, the I- and Q-sequences repeat every 26.66 ms, 
or 75 times every 2 sec. The characteristic polynomials of the in-phase and 
quadrature sequence are given by2 

which can be generated using the modular shift register generator @ERG) 
shown in Figures 4.10 and 4.11. The figures show how a "mask" vector can 
be used to select a shift of the sequence that is different for each base station. 

Note that a logical O is equivalent to a positive voltage in a f 1 binary system, and 
a logical 1 is equivalent to negative voltage, so that the modulo-2 addition operation 
in logic (also known as exclusive OR) is equivalent to multiplication. Therefore the 
modulo-2 combination of baseband data and a Walsh function in (0, 1) logic can be 
implemented by a product of the two in (+I, -1) logic. 

2 The characteristic polynomials P(x) given in IS-95 are the reciprocal polynomials 
for the sequences specified. In our treatment of this subject, we consistently refer to 
the characteristic polynomial f (x) = xnP(x-') as that whose inverse l/f (x) 
generates the sequence algebraically. See Chapter 6. 
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Figure 4.10 In-phase PN generator and offset-selecting mask. 
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Figure 4.1 1 Quadrature-phase PN generator and mask. 

The theory and practice of generating PN codes is discussed at length in 
Chapter 6 ,  including the use of masks to control PN code phase and the 
significance of the insertion of an extra zero in a PN sequence. 

In the absence of baseband filtering, the quadrature PN modulated data 
streams are binary-valued. If the logic values are mapped from (0, 1) to 
(+I, -I), the PN modulation produces the two-dimensional constellation 
with the transitions shown in Figure 4.12. Ideally, because the unfiltered data 
modulation has only two values (k I), the resulting RF waveform has a 
constant envelope, and the transitions in Figure 4.12 would be constrained by 
that fact. In practice, however, the binary data streams are filtered to produce 
a baseband waveshape whose spectrum is more concentrated than the ideal 
baseband data, as discussed in Chapter 1, resulting in an RF signal envelope 
that is not constant. We give detailed explanations on QPSK and offset 
QPSK (OQPSK) modulations in Section 7.2.1. 
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A Q - channel 

Figure 4.1 2 Signal constellation for the forward link quadrature modulation. 

4.2.3.2 Synchronization Channel 

The synchronization channel is demodulated by all mobiles and contains 
important system information conveyed by the sync channel message, which is 
broadcast repeatedly. This signal identifies the particular transmitting base 
station and conveys long PN code synchronization information, at a rate of 
1.2 kbps, or 32 sync channel data bits per 8013 = 26.66-ms sync channel 
frame and 96 bits per 80-ms sync channel "superframe." Note that the sync 
channel frame length is equal to one period of the short PN codes, and the 
sync channel frames are in fact aligned with those periods so that, once the 
mobile has acquired a particular base station's pilot signal, the mobile auto- 
matically knows the basic timing structure of the sync channel. As shown in 
Figure 4.13, this information is provided error-control coding protection by 
being convolutionally encoded by a rate 112 encoder; this operation results in 
a coded binary symbol rate of 2 x 1.2 kbps = 2.4 kilosymbols/sec (ksps), or 
64 code symbols per frame; the state of the convolutional encoder is not reset 
after each frame, so that no encoder tail is used. The theory and practice of 
convolutional coding are reviewed in Chapter 8, where special attention is 
paid to the particular convolutional codes used in IS-95. 

For further protection against possible bursts of errors, such as can 
occur during signal fading on the mobile channel, a combination of time 
diversity and interleaving is used on the sync channel. By rearranging the 
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Code - Modulation 16 x 8 = 128-symbol 
Convolutional symbol Symbol symbols array interleaver symbols 

encoder repetition 4.8 kbpsb 26.66 ... ms delay 
= (128 symbols/4.8 ksps) 

PN,(t, €I,), n = 15 

cos 2nQ 

Baseband 
filter 

PNq(t. €I$. n = 15 1 1.2288 Mcps 1 
Figure 4.13 Sync channel modulation. 

order of the binary symbols before transmission (interleaving them) and then 
restoring the correct order at the receiver (deinterleaving them), patterns of 
consecutive, dependent bit errors can be broken into isolated, independent 
errors for more reliable error detection and correction. On  the sync channel, 
each symbol is repeated once, giving 128 coded symbols per sync channel 
frame. The block of 128 symbols per frame then is interleaved using a special 
technique designed to provide as much separation as possible between 
adjacent bits received in error when they are deinterleaved at the receiver. 
The interleaving process introduces a delay of one frame duration, or 26.66 
ms. Principles of the IS-95 interleaving are explained in Section 4.4. 

The interleaved sync channel data are then modulated by H32, the 32nd 
row of the Hadamard matrix, which is the Walsh sequence consisting of 32 
zeros followed by 32 ones-a "square wave9'-with the chip rate of 1.2288 
Mcps. The use of this particularly simple Walsh sequence facilitates acquisi- 
tion of the sync channel by the mobile. The period of this square wave (64 
chips) is 6411.2288 = 5 2 . 0 8 3 ~ ~ '  which is one-fourth the period of one data 
symbol; the combining of the sync data and this Walsh sequence can be 
viewed as the data's modulating the polarity of a square wave, four periods at 
a time. 

I 
sin 2nt3 
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The Walsh-multiplexed sync channel data are spread in bandwidth by 
the quadrature PN code modulator, as shown above in Figure 4.13. The 
effective spreading factor (processing gain) for the coding, diversity, multi- 
plexing, and PN modulation is the ratio 1 .2288 Mcps/1,200 bps = 1,024. A 
summary of sync channel modulation parameters is given in Table 4.1. 

The sync channel message provides the information that is necessary for 
the mobile to obtain synchronization to the system timing. After this syn- 
chronization has been accomplished, the mobile can receive the paging 
channel and transmit on the access channel. Because all channels except the 
pilot and sync channels are scrambled using the long PN code, the sync 
message is necessary to correctly demodulate any other channel. As 
mentioned previously, the sync channel is divided into 26.66-ms frames, 
conveniently made identical to the period of the short PN codes, of which 
three form an 80-ms superframe. Every sync channel frame and hence sync 
channel superframe begins at the same instant as the short PN sequence. 
Thus, when the pilot channel is obtained, the beginning of the PN sequence is 
known as is the beginning of the sync channel frame. The sync channel 
message begins at the start of a sync channel superframe. The system time 
and long code state given in the message are valid at the start of the fourth 
superframe after the last superframe containing the message. The message is 
padded to be contained in an integer number of superframes. The interleaver, 
symbol repetition, and convolutional encoding used by the sync channel are 
also synchronized to the beginning of the frame. The valid system time is ref- 
erenced to the zero-offset superframe, as shown in Figure 4.14. In other 
words, the offset of the base station is subtracted from the received frame time 
to vield the zero-offset time. The base station's offset is explicitly transmitted 
as part of the sync channel message to identify the base station. 

Table 4.1 Sync channel modulation parameters 

Units Parameter 
Data rate 
PN chip rate 
Code rate 
Code repetition 
Modulation symbol rate 
PN chips/mod symbol 
PN chipdbit 

bps 
Mcps 
bits/code symbol 
mod symbols/code symbols 

Value 
1,200 
1.2288 
1/2 
2 
4,800 
256 
1,024 
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d ~ r a m e  V 
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Figure 4.14 Time at which sync channel parameters become valid. 

After receiving the sync channel message, the initial loading of the long 
code register is known. These data are loaded by the mobile into its long- 
code shift register, whlch is started at the precise moment the parameters 
become valid. With the long-code generator running, it can be accessed when 
needed. It is also useful to note that the beginning of the paging and traffic 
channel frames coincide with the start of a sync channel superframe. 

4.2.3.3 Paging Channels 

The paging channels are used to alert the mobile to incoming calls, to convey 
channel assignments, and to transmit system overhead information. Paging 
information is generated at either 9.6 kbps or 4.8 kbps, as shown in Figure 
4.15. The information is convolutionally encoded, repeated, and interleaved. 
Note that the repetition of the code symbols is adapted to the data rate to fix 
the rate of symbols being interleaved at 19.2 ksps. Other than for the sync 
channel, the data frames for the IS-95 channels are 20ms in length, and the 
interleaving is performed on a frame-by-frame basis. The 19.2-ksps rate 
requires the interleaver to process 384 coded symbols. It does so by forming 
the incoming data into 16 columns of 24 consecutive symbols, then reading 
them out in such a way as to maximize the distance between symbols that 
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Figure 4.15 Paging channel modulation. 
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formerly were adjacent, as explained in detail in Section 4.4. All the paging 
channel modulation symbols are transmitted at the same power and baseband 
data rate for a given CDMA system, in contrast to the frame-by-frame 
variation of voice data rate and reduced power for lower rate symbols in the 
forward traffic channel, as is discussed below. 

As with the sync channel, the convolutional encoder for a paging 
channel is not reset after each frame; thus, for both types of channel, symbols 
at the end of one interleaver block affect the symbols at the beginning of the 
next block. Unlike the sync channel, the encoded and interleaved paging 
channel symbols are scrambled with a 42-stage long-code PN sequence 
running at 1.2288 Mcps that is decimated to a 19.2-ksps rate by sampling every 
64th PN code chip. The long PN code is generated by a 42-stage shift 

Symbol 
repetition 
XI 

o r x 2  
- 

Modulation 24 16 = 384 
symbols 

19.2 ksps interleaver 
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register, with a period of 242 - 1 FZ 4.4 x 1012 chips (lasting over 41 days at 
1.2288 Mcps), that implements the recursion that is specified by the 
characteristic polynomial 

A phase offset of the original long PN code sequence that is unique to the 
particular paging channel and base station is obtained by combining the 
outputs of the shift register stages selected by a 42-bit mask, as illustrated in 
Figure 4.16. For paging channels, the mask is derived from the paging 
channel number and and the base station ID in the form of its pilot PN code 
offset; that is, the paging channel mask (beginning with the most significant 
bit) is given by 

where xxx is the paging channel number and yyyyyyyyy is the base station 
pilot PN sequence offset index. 

The decimated PN sequence is some shift of the original sequence, 
running at 1/64 times the rate. Because the sampled PN code has the same 
rate as the encoded data, the data waveform is not spread in bandwidth by 
combining with this particular PN code. The factors affecting the selection of 
the long-code masks used on the forward and reverse links are discussed in 
Chapter 6, as is the effect of decimating a PN sequence. 

0 

42-bit long code mask Selected longcode 
phase shift 

Figure 4.1 6 42-Stage long-code PN generator wi th  user-distinct mask. 



Overview of  6 - 9 5  353 

Each paging channel symbol data stream is spread by its designated 
Walsh sequence, corresponding to one of the first through seventh rows of 
the Hadamard matrix H1-H7, then spread in quadrature by the short PN 
codes. Paging channel modulation parameters are summarized in Table 4.2. 

A paging message directed to a particular mobile unit could be broad- 
cast periodically on one of the paging channels, requiring mobile n to scan the 
active paging channels for a possible message addressed to mobile n. Or, to 
relieve the mobile of the burden of scanning the different paging channels, the 
paging message could be broadcast periodically on all paging channels; how- 
ever, this procedure is wasteful of paging channel capacity. In IS-95, each 
active paging channel has a number of periodically recurring message slots 
(e.g., 2,048 slots) available for transmitting pages and other base-to-mobile 
messages. When a message is queued up for a particular mobile, using a hash 
function, the base station pseudorandomly selects one of the paging channels 
and pseudorandomly selects one of the message slots in that paging channel 
for transmission to the particular mobile. The mobile knows exactly which 
paging channel and message slot to monitor for ~ossible messages because the 
pseudorandom selection is based on its own identification number and known 
system parameters. The purpose of the hash function is to distribute the 
message traffic evenly among the paging channels and message slots. The IS- 
95 hash functions are discussed in Appendix 4B. 

4.2.3.4 Traffic Channels 

There are nominally up to 55 forward trafic channels that carry the digital 
voice or data to the mobile user. It is possible to use one or more of the seven 
Walsh sequences normally assigned to paging channels for traffic channels, for 
a total of up to 62 traffic channels, if the system becomes heavily loaded. 

Table 4.2 Paging channel modulation parameters 

Units 
bps 
Mcps 
bits/code symbol 
mod symbols/code symbols 
symbols/sec (sps) 

Parameter 
Data rate 
PN chip rate 
Code rate 
Code repetition 
Modulation symbol rate 
PN chips/mod symbol 
PN c h i d b i t  

Value 
9600 

1.2288 
1/2 
1 

19,200 
64 
128 

4800 
1.2288 

1/2 
2 

19,200 
64 

256 
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It is usually the case, however, that mutual interference on the reverse link 
limits the number of simultaneous calls to fewer than 55 calls, so the forward 
link's capacity is more than adequate for the traffic that can be supported by 
the system. Walsh sequences designated for use on the traffic channels are 
H8-H31 and H33-H63. A block diagram for the forward traffic channel 
modulation is given in Figure 4.17. As shown in the diagram, voice data for 
the mth user is encoded on a frame-by-frame basis using a variable-rate voice 
coder, which generates data at 8.6, 4.0, 2.0, or 0.8 kbps depending on voice 
activity, corresponding respectively to 172,80, 40, or 16 bits per 20-ms frame. 
A cyclic redundancy check (CRC) error-detecting code calculation is made at 
the two highest rates, adding 12 bits per frame for the highest rate and 8 bits 
per frame at the second highest rate. At the mobile receiver, which voice 
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Figure 4.17 Traffic channel modulation. 
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data rate is being received is determined in part from performing similar CRC 
calculations, which also provide frame error reception statistics for forward 
link power control purposes. The theory and use of CRC codes are discussed 
in Chapter 5. 

In anticipation of convolutional coding on a block basis (code symbols 
in one frame not affecting those in adjacent frames), a convolutional encoder 
"tail" of 8 bits is added to each block of data to yield blocks of 192, 96, 48, or 
24 bits per frame, corresponding to the data rates of 9.6, 4.8, 2.4, and 1.2 
kbps going into the encoder, which are defined as full, one-half, one-quarter, 
and one-eighth rates, respectively. Convolutional encoding is performed 
using a rate 112, constraint length 9 code, resulting in coded symbol rates of 
19.2, 9.6, 4.8, and 2.4 ksps. 

Coded symbols are repeated as necessary to give a constant number of 
coded symbols per frame, giving a constant symbol data rate of 19.2 ksps (i.e., 
19.2 ksps x 1, 9.6 ksps x 2, 4.8 ksps x 4, 2.4 ksps x 8). The 19.2 ksps x 20 
ms = 384 symbols within the same 20-ms frame are interleaved to combat 
burst errors due to fading, using the same interleaving scheme as on the 
paging channels. 

Each traffic channel's encoded voice or data symbols are scrambled to 
provide voice privacy by a different phase offset of the long PN code, 
decimated to yield a code rate of 19.2 kcps. Note that different mobile users 
are distinguished on the forward link by the orthogonal Walsh sequence 
associated with the particular traffic channel, not by the user-specific long- 
code phase offset. 

The scrambled data are punctured (overwritten) at an average rate of 
800 bps by symbols that are used to control the power of the mobile station; 
the details of this "power control subchannel" are discussed in Section 4.4. 

One of 64 possible Walsh-Hadamard periodic sequences is modulo-2 
added to the data stream at 1.2288 Mcps, thus increasing the rate by a factor 
of 64 chips/modulation symbol (scrambled code symbol). Each symbol for a 
given traffic channel is represented by the same assigned 64-chip Walsh 
sequence for a data symbol value of 0 and the sequence's complement for a 
data symbol value of 1. Walsh-Hadamard sequences of order 64 have the 
property that all 64 of the sequences are mutually orthogonal. A unique 
sequence is assigned to each traffic channel so that upon reception at their 
respective mobile stations, the traffic channels can be distinguished (demulti- 
plexed) based on the orthogonality of the assigned sequences. This orthog- 
onally spread data stream is passed to the quadrature modulator for PN 
spreading and RF transmission. 
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Note from Figure 4.17 that, regardless of the data rate, the modulated 
channel symbol rate must be 19.2 ksps. This is accomplished by means of 
code symbol repetition for rates less than the 9.6-ksps data rate. The 
relationship between code symbol energy and the information bit rate is 
specified in Table 4.3 for different data rates. 

4.3 Description of Reverse Link Operations 

The IS-95 reverse link channel structure consists of two types of channels: 
access and traffic channels. To reduce interference and save mobile power, a 
pilot channel is not transmitted on the reverse link. A mobile transmits on 
either an access or a traffic channel but never both at the same time. Thus, as 
far as the mobile is concerned, the reverse link "channel" is an operating 
mode. 

4.3.1 Reverse Link CAI Summary 

Before going into details of the various aspects of the IS-95 reverse link design, 
we first provide a summary of the main features of the reverse link CAI. 

Multiple access: the reverse link channelization is based on a conven- 
tional spread-spectrum PN code-division multiple-access scheme in 
which different mobile users are distinguished by distinct phase offsets 
of the 42-stage long PN code, which serve as user addresses. Thus, the 
"C" in CDMA on the reverse link refers to spread-spectrum multiple 
access by means of PN codes. 

Table 4.3 Forward traffic channel modulation parameters 

Units 

bps 
Mcps 
bidcode symbol 
mod sym/code sym 
sps 

Parameter 
Parameter 
PN chip rate 
Code rate 
Code repetition 
Mod symbol rate 
Code sym energy 
PN chips/symbol 
PN chips/bit 

Value 
1,200 
1.2288 

1/2 
8 

19,200 
Eb/16 

64 
1,024 

9,600 
1.2288 

1/2 
1 

19,200 
Eb/2 

64 
128 

4,800 
1.2288 

1/2 
2 

19,200 
Eb/4 

64 
256 

2,400 
1.2288 

1/2 
4 

19,200 
Eb/8 

64 
512 
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Quadrature spreading: in addition to the long PN code, the reverse link 
data stream is direct-sequence modulated in quadrature by the same two 
short PN codes as on the forward link; each mobile station in each cell 
uses the reference or zero-offset phases of these two codes. 

Modulation: the reverse link waveform features 64-ary orthogonal mod- 
ulation using sequences of 64 chips to represent six binary data symbols. 
The quadrature modulation of I (cosine) and Q (sine) RF carriers by the 
two different PN-coded bipolar ( f ) baseband digital data streams, with 
the Q-quadrature stream delayed by half a PN chip, generates a form of 
offset quaternary phase-shift keying (OQPSK). 

Pulse shaping: the shape of the baseband digital pulses in the I and Q 
output channels is determined by a FIR filter that is designed to control 
the spectrum of the radiated power for minimal adjacent-frequency 
interference. 

P N  chip rate: the PN code chip rate, which is 1.2288 Mcps, is 128 times 
the maximal source data rate of 9.6 kbps. 

Acquisition: the base station's acquisition and tracking of mobile signals 
is aided by the mobile's transmission of a preamble containing no data. 

Voice coding: a variable-rate vocoder is specified, with data rates 1,200, 
2,400, 4,800, and 9,600 bps depending on voice activity in a particular 
20-ms frame. The transmission duty cycle of the reverse link signal 
during a call is proportional to the data rate. 

En-or-control coding: the reverse link uses rate 1/3 convolutional cod- 
ing, with Viterbi decoding. 

Interleaving: to protect against possible burst-error patterns, the reverse 
link interleaves code symbols before transmission, using a 20-ms span. 

4.3.2 Multiple Access Scheme 

There is at least one reverse link access channel for every paging channel on 
the forward link, with a maximum of 32 access channels per paging channel. 
The access channels are used for the mobile to initiate a call or respond to a 
page or information request from the base station. 

The number of traffic channels on the reverse link, transmitting voice 
and data to the base station, is equal to the number of traffic channels on the 
forward link. When no paging channels are used on the forward link, the 
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maximum number of traffic channels is 62. In practice, the number of 
channels is limited by interference from users on the reverse link. 

Each reverse link channel is distinguished by a user-distinct phase offset - 
of the same 42-stage long-code PN sequence used on the forward link. 
Therefore, the "C" in CDMA on the reverse link is the user-distinct PN code, 
while on the forward link, it is the set of mutually orthogonal Walsh 
sequences. The channels as received at the base station are shown in Figure 
4.18, where n (the number of paging channels) and m (the number of traffic 
channels) are limited by interference. 

The reverse link transmitter consists of a convolutional encoder and 
modulator, and a quadrature modulator and RF circuitry, shown concep- 
tually in Figure 4.19. Each of these components is used during mobile trans- 
missions on both reverse link channels. Note that the quadrature modulator 
for the reverse link is different from that used on the forward link in that a 
half-chip delay is inserted in the quadrature-phase (Q) channel to achieve a 
form of OQPSK modulation. The effect of this delay is to constrain the I and 
Q chip data transitions to one quadrature at a time, rather than allowing them 
to be simultaneous as on the forward link. The one-half chip offset 

Reverse link 1.2288 Mcps CDMA radio channel 

b- User-addressed long-code PN offsets -4 

Encoded, interleaved, scrambled SS- Encoded, interleaved, scrambled SS- 
modulated signals for mobile call modulated signals carrying digital voice 
initiation and data responding to and data 
paging channel messages 

Figure 4.18 Reverse link channel assignments at the base station. 
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Figure 4.19 Block diagram of the reverse link transmitter. 

eliminates phase transitions through the origin to provide a modulation 
scheme that gives a relatively constant envelope. The binary I and Q signals 
are mapped into phase producing the signal constellation shown in Figure 
4.20. The transitions shown in the figure do not reflect the influence of the 
waveshaping filters that constrain the phase trajectory through their effect on 
the quadrature waveforms. Note, however, that there is no transition 
through the origin. We have more to say about OQPSK signaling in Section 
7.2. 

The transmission of the same data by means of a two-quadrature 
modulation scheme is a form of diversity. As explained in Section 7.3, its 
analytical justification shows that the QPSK CDMA system has a 3-dB 
advantage over BPSK CDMA system in terms of intersymbol interference 
performance and also has cochannel interference advantages. 

c I - channel 

Figure 4.20 Phase transitions for OOPSK. 
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4.3.3 Reverse Link Channels 

There are two categories of channels in the reverse link: access channel and 
traffic channel. The access channel is used by the mobile station to initiate 
communication with the base station and to respond to messages that are sent 
to the mobile by the base station on the paging channels. As for the forward 
link, the reverse link also has variable data rates for traffic channels, ranging 
from 1.2 to 9.6 kbps. The transmission of different data rates is accomplished 
by the data burst randomizer, as is discussed in detail below. 

4.3.3.1 Access Channel 

Access channel data are generated at a rate of 88 bits per 20-ms frame, to 
which eight encoder tail bits are appended because the encoder state is reset 
after each frame. The rate into the encoder then is (88 + 8)/.02 = 4,800 bps, 
as illustrated in Figure 4.21. These data are encoded with a rate 113, con- 
straint length 9 convolutional encoder. The rate from the encoder is 3 x 4.8 
= 14.4 ksps. 
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PN generator h 
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Figure 4.21 Access channel modulation. 
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To accommodate the same block-interleaving scheme on the access and 
reverse traffic channels, the access channel code symbols are repeated, making 
the rate into the interleaver 2 x 14.4 = 3 x 9.6 = 28.8 ksps, the same as the 
rate into the interleaver for the highest reverse traffic channel data rate, 9,600 
bps. The interleaving scheme, described more fully in Section 4.4, reads a 
frame's worth of data (28.8 x 20 = 576 code symbols) by column into an 
array of 18 columns of 32 consecutive symbols, which are read out by rows 
in a certain order to separate the data symbols in time. 

The interleaved code symbols are passed to a (64, 6) Walsh encoder. 
The Walsh encoding consists of using each group of six encoded symbols (co, 
cl, . . . , c5) to select one of 26 = 64 Walsh sequences Hi  of order 64. The 
selection is performed by computing the index i according to the rule 

where i is the row of the 64 x 64 Hadarnard matrix, and the {cj) are encoded 
binary (0, 1) symbols. The symbol rate is therefore increased by 6416, from 
28,800 sps to 307,200 cps, in units of "Walsh chips" per second. This step can 
be thought of as the encoding sequence of an (n = 64, k = 6) error-correcting 
code. It also is readily interpreted as a form of 64-ary orthogonal modulation 
using binary channel symbols. An analysis of the reverse link's 64-ary or- 
thogonal modulation scheme is presented in Section 7.2.2.5. 

The access channel signal is further spread by a factor of four using a 
particular phase offset of the 42-stage long PN code clocked at the rate of 
1.2288 Mcps. A phase offset of the original sequence is obtained by forming 
the inner product of the vector consisting of the output of each shift register 
stage with a user-distinct 42-bit mask sequence. For access channels, the mask 
is constructed using pseudorandomly calculated access channel and associated 
paging channel numbers, and by base-station identification parameters. 

The long PN code-spread baseband data stream is combined separately 
with I- and Q-quadrature short PN code sequences prior to waveshaping and 
transmission, with the Q channel combination delayed by one-half chip to 
implement OQPSK modulation and quadrature diversity. Note that the 
signal is not further spread by this operation, because the short PN codes are 
clocked at the same rate, 1.2288Mcps. Note also that Figure 4.21 indicates 
that the zero-offset code phases of the short PN codes are used for all mobiles 
in all cells; the different user signals are distinguished only by their unique 
long P N  code ~hases. Table 4.4 summarizes the modulation parameters of 
the access channel. 
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Access channel transmissions by particular mobiles are permitted during 
assigned intervals called access channel slots, which are an integer number of 
20-ms frames in length. Each transmission within an access channel slot 
begins with a short random delay to distribute the transmission start times of 
the various mobiles that may be transmitting in the same slot on different 
channels, and with a preamble of 96 data zeros to aid the base station in ac- 
quiring the signal. The first time that a mobile uses an access channel, its 
transmissions are confined to "probe" messages formatted according to a 
certain procedure until the proper power level for that particular mobile has 
been determined. 

Table 4.4 Access channel modulation parameters 

4.3.3.2 Reverse Traffic Channel 

Parameter 
Data rate 
PN chip rate 
Code rate 
Code symbol repetition 
Transmit duty cycle 
Code symbol rate 
Modulation 
Modulation rate 
Walsh chip rate 
Mod symbol duration 
PN chipdcode symbol 
PN chipdmod symbol 
PN chips/Walsh chip 

Up to 62 traffic channels receive voice or data from the mobile at the base 
station. A block diagram of traffic channel processing is given in Figure 4.22. 
A variable rate vocoder is used to generate a digital voice signal at rate varying 
from 0.8 to 8.6 kbps in a given 20-ms traffic channel frame. Depending on 
the data rate, the data frame is encoded with a CRC block code to enable the 
base station receiver to determine if the frame has been received with error. 
An 8-bit encoder tail is added to the frame to ensure that the convolutional 
encoder, which follows, is reset to the all-zero state at the end of the frame. 
These operations result in data rates of 9,600 (full rate), 4,800 (half rate), 

Value 
4800 

1.2288 
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2 
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Figure 4.22 Reverse traffic channel modulation. 
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4'8 ksps 

2,400 (1/4 rate), or 1,200 (1/8 rate) bps with, respectively, 192, 96,48, or 24 
bits per frame. The frame is then convolutionally encoded at a 1/3 rate, 
resulting in 3 x 192 = 576 code symbols per frame at full rate, or 28.8 ksps. 
For other voice data rates, the code symbols are repeated as necessary to cause 
each rate to input the same number of code symbols to the interleaver in a 
frame. The interleaver reads the data consecutively by column into an array 
of 32 rows and 18 columns; this procedure causes symbol repetitions to be 
located in different rows. As described more fully in Section 4.4, the rows of 
the interleaver array, each containing 18 code symbols, are read out in an 
order that depends on how many times the code symbols are repeated. 

For example, if the symbols are repeated twice (i.e., the voice data rate 
is 4,800 bps), then every other symbol in a column of 32 symbols is a repeated 
symbol, making every other row in the array a repeated row. In this case, IS- 
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95 specifies that the rows be read out as follows: the first two odd-numbered 
rows, then their repeated rows; the second two odd-numbered rows, then 
their repetitions; and so forth. This procedure results in a sequence of two 
rows' worth of code symbols (36 symbols), their 36 repeated symbols, 
another 36 symbols followed by their 36 repeated symbols, and so on. In 
other words, the data repetitions are rearranged to occur by groups of 36 
symbols. The purpose of this regrouping of the repeated symbols is to enable 
deletion of repeated symbols by groups. The motivation for such deletion is 
explained below. 

Every six consecutive encoded symbols out of the interleaver are used 
to select a 64-chip Walsh sequence for orthogonal modulation according to 
the rule given in (4.6), with a chip rate of 28.8 x 6416 = 307.2 kcps. Thus, 
each row of 18 symbols out of the interleaver generates three Walsh-encoded 
orthogonal modulation symbols, and each frame of 576 code symbols 
generates 96 orthogonal modulation symbols; because of the way that the 
symbols are read out from the interleaver array, these modulation symbols 
occur in alternating groups of six modulation symbols and 6(n - 1) repeated 
modulation symbols, where n is the order of repetition. Altogether in a 
frame interval there are 9616 = 16 groups of six orthogonal modulation 
symbols, each composed of 6 x 64 = 384 Walsh chips. Table 4.5 summarizes 
the grouping of these symbols in terms of their repetitions. 

To reduce the average amount of reverse link interference and thereby 
increase user capacity, on reverse link transmissions, repeated symbols are 
gated off. A "data burst randomizer" is used to select in a pseudorandom 

Table 4.5 Grouping of orthogonal modulation symbols 

Voice rate 

9,600 bps 

4,800 bps 

2,400 bps 

1,200 bps 
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x 1 
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\ ., 
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manner which of the groups of six symbols are transmitted, based on "control 
bits" that are values of long PN code sequence bits at a certain time. Figure 
4.23 illustrates the concept of "filling9' six-symbol slots of the frame with 
pseudorandomly selected transmissions. 

The user-distinct offset of the 42-stage long PN code is then used to 
further spread the signal and ensure that the channels can be distinguished. 
The offset is implemented using a mask that depends on the electronic serial 
number (ESN) of the mobile. The masks and offsets on both forward and 
reverse traffic channels are identical for a given mobile user. 

The modulation parameters of the reverse traffic channel are 
summarized in Table 4.6. 

Transmissions on the reverse traffic channel begin with a preamble of 
all-zero data frames to aid the base station in acquiring the signal. Signaling 
messages from the mobile to the base station may be sent on the reverse 
traffic channel as well as the access channel. When a message is to be sent, it 
can be sent in a "dim and burst" mode during periods of active speech, in 
which a portion of the voice data in a frame is overwritten by the message 
data, or in a "blank and burst" mode during ~eriods of speech inactivity, in 
which all the data in the frame are message data. 

b 
9,600 bps: all slots filled 4 

k- 6 modulation symbols = 384 Walsh chips I 

4,800 bps: 
112 filled 112 filled 112 filled 112 filled 112 filled 112 filled 112 filled 112 filled 

b 
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Figure 4.23 Data-burst randomizer operation. 
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Table 4.6 Reverse traffic channel modulation parameters 

Parameter 
Data rate 
PN chip rate 

Code rate 

Transmit duty cycle 
Code symbol rate 

Modulation rate 

Mod symbol rate 
Walsh chip rate 
Mod symbol duration 
PN chipdcode symbol 
PN chipdmod symbol 
PN chips/Walsh chip 

Value Units 

bps 
Mcps 

bits 
code symbol 

O/o 

SPS 
code sym 
mod sym 

SPS 
kcps 

P 

4.3.4 Comparison of Forward and Reverse Links 

We can see that many similarities and differences exist between the operation 
of the forward and reverse links. Most of these differences can be traced to 
the fact that the forward link is a one-to-many transmission that is conducive 
to the transmission of a pilot for coherent demodulation. On the reverse 
link, .a many-to-one transmission, a pilot is impractical and noncoherent 
demodulation must be employed. Thus, on the reverse link, it becomes 
difficult to ensure that the received signals from all mobiles are orthogonal. 
Instead, many interference-reducing techniques are used on the reverse link to 
ensure that capacity is maximized. 

The voice-coding process for both links is identical up to the point of 
convolutional coding. Both links use powerful constraint-length 9 convo- 
lutional codes, but the forward link uses rate 112 and the reverse link uses 
rate 113. The asymptotic coding gain is 4.77 dB for both codes; however, the 
rate 113 code exhibits approximately 0.3 dB more coding gain over most 
ranges of SNR. Symbol repetition on both links is used to bring the data rate 
up to that of the 9.6-kbps code. Block interleaving is performed over a single 
20-ms frame, which contains 384 symbols on the forward link and 576 on the 
reverse. 

The mobile-to-base link uses Walsh-Hadamard sequences to form 64-ary 
modulation symbols. On the base-to-mobile link, the Walsh sequences are 
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assigned by the base station based on the usage of the channel. Thus, on the 
reverse link, the Walsh sequences are chosen by the encoded data symbols, 
and on the forward link, they are chosen by the use of the channel. 

The forward link uses the Walsh sequences to distinguish among 
different users, with one period of a Walsh sequence per scrambled code 
symbol. The reverse link employs a distinct phase offset of the long PN code 
to distinguish among users. The long PN code on the forward channel is 
decimated to scramble the data for voice privacy, because the scrambling has 
to be done at the modulation symbol rate to preserve Walsh sequence orthog- 
onality among users. The reverse long code chip rate can be greater than the 
Walsh chip rate because Walsh symbol orthogonality is not used to dis- 
tinguish users on the reverse link. 

All repeated symbols on a forward traffic channel are transmitted, while 
repeated symbols on a reverse traffic channel are gated off using a random- 
ization process. The forward channels employ QPSK modulation, but the 
reverse channels use OQPSK modulation. The comparison of the two links 
can be summarized as shown in Table 4.7. 

4.4 Special Features of the IS-95 System 

In this subsection, we detail some of the modulation features mentioned 
briefly in the summaries of the IS-95 forward and reverse links that are given 
above, including details of the interleaving and power control schemes. Also, 
we draw attention to special features of the system operation not mentioned 
previously, including the various uses of diversity made by the system and the 
handoff procedures employed. 

Table 4.7 Comparison between forward and reverse traffic channels 

Coding 
Interleaving 
Walsh modulation 
Long PN code 

Repeated symbols 
Modulation 

Forward link 
Rate 1/2, constraint length 9 

1 frame, 384 symbols 
Distinguishes a particular user 
Scrambles data 
Decimated to symbol rate 
All symbols transmitted 
QPSK 

Reverse link 
Rate 1/3, constraint length 9 
1 frame, 576 symbols 

Provides 64-ary modulation 
Distinguishes users 
No need to change rate 
Repeated symbols gated off 
OQPSK 
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4.4.1 Power Control 

One of the goals in a multiple-access system, such as the IS-95 CDMA digital 
cellular telephone system, is to maximize the number of simultaneous users it 
can accommodate. If each mobile unit's transmitter is adjusted so that the 
signal-to-interference ratio received at the base station is at the minimal - 
acceptable level, the capacity of the system will be maximized. Any increase 
in mobile power raises the interference in the system, and capacity is 
compromised. A highly complex and dynamic scheme must be used to 
control the received power and thus maximize the channel capacity. 

In a cellular system, one mobile may be close to the base station, while 
another may be several miles away. The distance between different mobiles 
and the base station can vary by a factor of 100. Because propagation path 
loss is governed approximately by an inverse fourth-power law, variations of 
up to 80dB can be found between different users. A method of power 
control with a high dynamic range must be used. 

Another characteristic of the cellular channel is fading caused by the 
signal's being reflected off various objects, creating a signal whose multipath 
components mutually interfere in a manner that is very sensitive to the 
position of the antenna. The average rate of the fades as a mobile travels in an 
area characterized by multipath fading is a function of mobile speed, being 
approximately one fade per second per mile per hour of mobile speed in the 
850-MHz frequency range. These fades can cause the signal to be attenuated 
by more than 30dB in extreme cases. The power control method must be 
able to track the majority of these fades. Figure 4.24 illustrates the effect of 
fast fading on the received mobile signal power. The principles underlying 
propagation path loss, fading, and their mathematical modeling were the 
subject of Chapter 2. 

The IS-95 system uses a combination of open-loop and closed-loop 
power control. In the open-loop scheme, the measured received signal 
strength from the base station is used to determine the transmit power for the 
mobile; a decrease in the average received base station signal power is a real- 
time indication of a degradation in the mobile channel that can be caused by 
variations in the characteristics of the signal path, such as terrain and 
manmade structures that introduce "shadowingm of the signal. Assuming that 
the reverse link is subject to the same changes in average path loss as the 
forward link, under open-loop power control the mobile's average transmit 
power is adjusted accordingly. This open-loop method of power control 
provides a quick response to changes in signal conditions. Because the 
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Figure 4.24 Effect of fast fading on signal strength. 

forward and reverse links are separated in frequency (45 MHz for cellular and 
80MHz for PCS), however, they tend to fade independently. The correct 
setting of mobile transmitter power cannot be derived exactly using only the 
base station's average signal strength as measured at the mobile; feedback 
from the base station on its measurement of received mobile power must be 
also used. 

In the IS-95 system, the base station measures the mobile signal strength 
and then transmits a power control command for the mobile to raise or lower 
its transmit power, thus providing a closed-loop refinement to the individual 
mobile's setting for its transmit power level. 

4.4.1.1 Open-Loop Power Control 

As mentioned above, each mobile station measures the received signal 
strength of the pilot signal. From this measurement and from information on 
the link power budget that is transmitted during initial synchronization, the 
forward link path loss is estimated. Assuming a similar path loss for the 
reverse link, the mobile uses this information to determine its transmitter 
power. A simplified link budget equation for the reverse link can be written 

Received SNR (dB) = mobile power (dBm) - net reverse losses (dB) 

- total reverse link noise and interference (dBm) (4.7a) 

so that the mobile power to be transmitted is determined by 
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Mobile power (dBm) = received SNR (dB) + net reverse losses (dB) 

+ total reverse noise and interference (dBm) (4.7b) 

where dBm denotes dB with respect to 1 mW and the net losses on the reverse 
link include propagation and other losses offset by antenna gains. For the 
forward link, the received base station power can be written 

Received power ( a m )  = base power (dBm) - net forward losses (dB) (4.8a) 

which can be solved for the net losses on the forward link: 

Net forward losses (dB) = base power (dBm) - received power ( a m )  (4.8b) 

This equation neglects the fact that the mobile measurement of received base 
station power is corrupted by forward link noise and interference. Sub- 
stituting the net forward loss of (4.8b) in (4.7b) as an estimate of the net 
reverse loss and substituting a target value of the reverse link received SNR 
result in the equation 

Mobile power ( a m )  = target SNR (dB) + base station power ( a m )  

+ total reverse noise and interference ( a m )  

- received power (dBm) (4.9a) 

= constant (dB) - received power ( a m )  (4.9b) 

In IS-95, the nominal value of the constant in (4.9b) is specified to be -73 dB. 
This value can be attributed to the nominal values of -13 dB for the target 
SNR, -100dBm for the reverse link noise and interference, and 40dBm (10 
W) for the base station power. The actual values of these parameters may be 
different, however-the point is that the required amount of mobile 
transmitter power is inversely proportional to the amount of received 
forward link power, as expressed by the relationship in (4.9b). Data for 
calibrating the constant in (4.9b) are broadcast to the mobiles on the sync 
channel. 

By design, the temporal response of the mobile to this information is 
nonlinear. If the pilot is suddenly received with a high signal strength, the 
mobile transmitter power is reduced immediately, within several micro- 
seconds, on the principle that a higher received value of forward link power is 
a better estimate of average link loss, apart from fading. But if the measured 
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signal strength drops, the mobile power is increased slowly, on the order of a 
millisecond. The reason for this procedure is that if the power is not 
decreased quickly when a improvement in the path is encountered, the 
mobile will cause an increase in interference for the other users until the 
problem is corrected. Similarly, if the power is increased rapidly, the path 
loss may in fact be less than inferred from the forward link, perhaps because 
the base station signal faded and the mobile signal did not, and again the 
mobile would cause interference for the other users. Therefore, the system 
accepts a degradation in a single user's signal to prevent increased interference 
for all users. 

Figure 4.25 shows the mobile transmit power corresponding to the 
channel in Figure 4.24 as controlled only by the open-loop nonlinear method. 
The dashed line in Figure 4.25 represents the transmit power if the received 
signal were traced without the nonlinear filter, and the solid line represents 
the transmit power with the filter. 

4.4.1.2 Closed-Loop Power Control 

Because the forward and reverse links may fade independently, closed-loop 
power control is employed in IS-95. The calculation of forward link path loss 
through the measurement of the base station received signal strength can be 
used as a rough estimate of the path loss on the reverse link. The true value, 
however, must be measured at the base station upon reception of the mobile's 
signal. 

Time 

Figure 4.25 Mobile transmitter power as governed by the open-loop power control only. 
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At the base station, the measured signal strength is compared with the 
desired strength, and a power adjustment command is generated. The signal 
strength is estimated from intermediate outputs in the reverse link 64-ary 
orthogonal demodulator and is averaged over a "power control group" period 
of 1.25 ms (six Walsh 64-ary symbols). This power estimate is compared with 
the desired mobile received power level. If the average power level is greater 
than the threshold, the power command generator generates a "1" to instruct 
the mobile to decrease power. If the average power is less than the desired 
level, a "0" is generated to instruct the mobile to increase power. These 
commands instruct the mobile to adjust transmitter power by a predeter- 
mined amount, usually 1 dB. 

On  the forward link, in each 1.25-ms interval are 19.2 x 1.25 = 24 
modulation symbols (i.e., scrambled and interleaved code symbols), as dis- 
cussed previously in connection with the forward link traffic channel 
modulation diagram in Figure 4.17. The power control command is inserted 
into the forward traffic channel data stream following the interleaving and the 
scrambling by "puncturing" (overwriting) two consecutive modulation 
symbols with the power control bit. Because the code rate is 1/2, a power 
control symbol has an energy equivalent to one information bit. The 
position of the power control command in the data stream is pseudo- 
randomly selected using values of the long-code chips in the preceding 1.25- 
ms interval. 

Because the power control commands should affect the mobile trans- 
mitter power level as soon as possible, they are added to the data stream after 
the encoding and interleaving in order to eliminate the more than 20-ms delay 
associated with deinterlea~in~ and decoding. The first 16 of the 24 modula- 
tion symbols in a 1.25-ms interval are possible starting positions for the 
power control bit. The starting position of the power control bit is 
determined by the values of the last four long-code chips used for scrambling 
in the preceding 1.25-ms period, as illustrated in Figure 4.26. Therfore, the 
separation between the start of consecutive power control bits is random, 
ranging from 9 to 39 modulation symbols. The 24th PN code chip from the 
last 1.25-ms period is the most significant bit in determining the position, and 
the 21st chip is the least significant bit. In the figure, the values of the chips 
24, 23, 22, 21 are 1 0 1 1 = 11; thus, in this case, the power control bit starts 
at the 1 l th  modulation symbol. 

The closed-loop power control also employs what is termed an outer 
looppower control. This mechanism ensures that the power control strategy is 
operating correctly. The frame error rate at the base station is measured and 
compared with the desired error rate. If the difference between error 
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1 frame = 20 ms -4 

\ Decimated long-code chips + Not used for 
power control 

-4 

Figure 4.26 Example of power control bit position. 

rates is large, then the power command threshold is adjusted to yield the 
desired FER. 

4.4.1.3 Forward Link Power Control 

In some mobile locations, the forward link may be subject to poor reception 
conditions, as evidenced at the mobile by an unacceptably high frame error 
rate. The mobile in such a situation can request an increase in the power 
transmitted to it by the base station. 

When forward link power control is enabled, the base station period- 
ically reduces the power transmitted to an individual mobile unit. This 
process continues until the mobile senses an increase in the forward link 
frame error rate. The mobile reports the number of frame errors to the base. 
With this information the base station can decide whether to increase power 
by an small amount, nominally 0.5 dB. Before the base station complies with 
the request, it must consider other requests, loading, and the current trans- 
mitted power. 

The rate of forward link power adjustment is slower than that of 
reverse link power control, increments being made on the order of the frame 
interval, 20 ms. Also, the dynamic range of forward link power adjustments 
is limited to about k 6 dB about the nominal power. 

The effect of forward link power control is studied in Chapter 11 in 
connection with the optimal allocation of forward link power. 
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4.4.2 Interleaving Techniques 

Used in conjunction with repetition or coding, interleaving is a form of time 
diversity that is employed to disperse bursts of errors in time. A sequence of 
symbols is permuted or interleaved before transmission over a bursty channel. 
If a burst of errors occurs during transmission, restoring the original sequence 
to its original ordering has the effect of spreading the errors over time. If the 
interleaver is designed well, then the errors have a more random pattern that 
can more easily be corrected by coding techniques. 

The most commonly employed interleaving techniques fall into two 
classes. The more common type is block interleaving. This form is used when 
the data are divided into blocks or frames, such as in the IS-95 system. Convo- 
lutional interleaving, on the other hand, is more practical for a continuous 
data stream. Block interleaving is known for its ease of implementation, 
whereas convolutional interleaving has performance advantages. Continuous 
operation allows the original overhead associated with convolutional inter- 
leaving to become insignificant. IS-95 uses other forms of interleaving that 
are based on block-like techniques and are described further. A brief review 
of the general subject of interleaving is given in Appendix 4A of this chapter. 

Several parameters describe interleaver performance. One of the most 
important is the minimum separation, S ,  which is the minimum distance by 
which consecutive errors in a burst are dispersed. Naturally this parameter 
depends on the length of the burst, decreasing as burst length increases. As an 
extreme, consider the case where the burst length is the same as the entire 
sequence. The minimum separation will be one because no matter how the 
data are permuted, an error always resides next to another error. Because 
interleaving involves storing some symbols in memory elements while 
reading others from memory elements, a delay is experienced. In general, this 
same delay is also experienced upon deinterleaving. The delay D is expressed 
as the number of additional read/write operations required to perform both 
interleaving and deinterleaving. As just mentioned, the process requires a 
number of memory elements for implementation denoted by the parameter 
M. To achieve good interleaver performance, the minimum separation 
should be as great as possible, while the delay and memory requirement 
should be as small as possible. This fact often leads to performance described 
by ratios of minimum separation-to-delay S/D and minimum separation-to- 
memory S / M .  

An (I, J) block interleaver can be viewed as an array of storage 
locations which contains I columns and J rows. The data are written into 
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the array by columns and read out by rows, as demonstrated in Figure 4.27. 
The first symbol written into the array is written into the top left corner, but 
the first symbol read out is from the bottom left corner. Continuous 
processing of data requires two arrays: one has data written into it, the other 
has data being read from it. The deinterleaving process simply requires 
duplicate arrays in order to reverse the interleaving procedure. 

Properties of the block interleaver are readily apparent by observing the 
array. Let the length of a burst of errors be given by B. The minimum 
separation of any two errors in the burst of length B is given by 

The interleaver delay is I J  at the transmitter and I J  at the receiver. Thus, 
the total delay is 

D = 21J (4.1 1) 

For continuous operation, two arrays are required, giving a memory require- 
ment of 

M = 2 I J  (4.12) 

I Columns 
, 

Write in by columns Read out by raws 

Figure 4.27 Reading to and writing from an ( I ,  JI block interleaver. 
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The minimum separation of the interleaver can be changed by reading 
the rows out in a different order. The delay and memory requirement are 
essentially unchanged by this action. The largest minimum separation for 
B 5 I is achieved by reading the rows in the order described above. 
However, this method yields S = 1 for B > I. Other reading strategies can 
reduce the minimum separation for B 5 I while increasing it for B > I. The 
IS-95 system employs such techniques. Unless the reading strategy is deter- 
mined carefully, the minimum separation is generally reduced. 

The IS-95 system interleaves data from single data frames, which have 
durations of 20 ms for all channels except the sync channel, which has a frame 
duration of 26.66 ms. Thus, all the IS-95 interleavers operate on blocks of 
symbols. Strictly speaking, however, block interleaving is not employed, but 
the type of interleaving depends on the channel and original data rate. For 
example, the reverse link gates the power amplifier on and off to remove 
repeated symbols, and the interleaver is designed to facilitate this action. The 
forward link reads the rows from the array in a nonconventional order to 
modify the minimum-separation properties. 

Interleaving on the sync channel uses a nonconventional technique that 
is best described as bit reversal. As diagrammed previously in Figure 4.13, 
sync channel code symbols at 2.4 ksps are repeated once, resulting in a 4.8- 
ksps rate into the interleaver. The symbols are interleaved over a 26.667-ms 
period, which gives a total of 26.667 ms x 4.8 ksps = 128 symbols per frame. 
Let the first symbol into the interleaver be assigned position 0, and the last be 
127. The read order is given by changing the position to a 7-bit number, 
reversing the order of the bits, and changing the binary number back to 
decimal form. 

For example, suppose a 16-bit sequence is to be interleaved, and the first 
bit is assigned position 0, and the last bit is 15. The original ordering is thus 

Expressing this ordering in binary format yields 

Reversing the order of the bits in each binary number gives 
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Converting the binary representation back to decimal form gives the order 
with which the symbols are read 

Through observation, the minimum spacing for symbols in a burst of length 
B is 

4, B = 2  

1, B L 5  

IS-95 uses the bit reversal technique over the 128 symbols in the sync 
channel frame. The input array is in Figure 4.28(a), and the output array in 
Figure 4.28(b), where the symbols are read into the input array by columns 
are read out of the output array by columns. As an example, the 38th symbol 
in the input array would occupy position 37, which is 0100101. Reversing 
the order gives 1010010, which is decimal 82. Note that symbol 37 in the 
input array shares the same position as 82 in the output array. The minimum 
separation can be found by observation and ranges from S = 32 for B = 2 to 
S = 1 for B 2 33. The memory requirement is twice the number of symbols 
in a block for continuous operation: M = 2 x 128 = 256. The delay is also 
equivalent to twice the number of symbols in the array: 

256 sym 
D = 256 = = 53.333 ms 

4,800 sym/s 

The paging and traffic channels use the same interleaver structure on a 
single 20-ms frame, which contains 384 symbols. As with the sync channel, 
IS-95 specifies the interleaver using input and output arrays. The paging 
channel can generate data at 9.6 or 4.8 kbps, but the traffic channel can 
operate at four rates. The full-rate 9.6-kbps interleaver is shown in Figure 
4.29. The 4.8-, 2.4-, and 1.2-kbps interleavers are shown in Figures 4.30, 4.3 1, 
and 4.32, respectively. Note that all of the interleavers are identical, and the 
difference between the four is only the repetition of the input symbols. Thus, 
the true structure, without repetition, is shown by the full-rate scheme. The 
arrays corresponding to less than full rate show the symbol repetition. Note 
that adjacent symbol repetitions going into the interleaver are converted to 
block repetitions coming out of the interleaver. 

By observing the first six symbols of the full-rate output array, we find 
that the symbols are separated by 64 positions. The second group of six, 
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(a) lnterleaver input array 

Ib) lnterleaver output array 

Figure 4.28 Forward link sync channel interleaving. 
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(a) lnterleaver input array 

(b) lnterleaver output array 

Figure 4.29 Forward traffic and paging channels interleaving at 9,600 bps. 
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(a) lnterleaver input array 
1 5 3 7 2 6 4 8 1 5 3 7 2  

33 37 35 39 34 38 36 40 33 37 35 39 34 
65 69 67 71 66 70 68 72 65 69 67 71 66 
97 101 99 103 98 102 100 104 97 101 99 103 98 
129 133 131 135 130 134 132 136 129 133 131 135 130 
161 165 163 167 162 166 164 168 161 165 163 167 162 
17 21 19 23 18 22 20 24 17 21 19 23 18 
49 53 51 55 50 54 52 56 49 53 51 55 50 
81 85 83 87 82 86 84 88 81 85 83 87 82 
113 117 115 119 114 118 116 120 113 117 115 119 114 
145 149 147 151 146 150 148 152 145 149 147 151 146 
177 181 179 183 178 182 180 184 177 181 179 183 178 
9 13 11 15 10 14 12 16 9 13 11 15 10 
41 45 43 47 42 46 44 48 41 45 43 47 42 
73 n 75 79 74 78 76 80 73 77 75 79 74 
105 109 107 111 106 110 108 112 105 109 107 111 106 
137 141 139 143 138 142 140 144 137 141 139 143 138 
169 173 171 175 170 174 172 176 169 173 171 175 170 
25 29 27 31 26 30 28 32 25 29 27 31 26 
57 61 59 63 58 62 60 64 57 61 59 63 58 
89 93 91 95 90 94 92 96 89 93 91 95 90 
121 125 123 127 122 126 124 128 121 125 123 127 122 
153 157 155 159 154 158 156 160 153 157 155 159 154 
185 189 187 191 186 190 188 192 185 189 187 191 186 

(b) lnterleaver output array 

Figure 4.30 Forward traffic and paging channels interleaving at 4,800 bps. 
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1 7 13 19 25 31 37 43 49 55 61 
1 7 13 19 25 31 37 43 49 55 61 
1 7 13 19 25 31 37 43 49 55 61 
1 7 13 19 25 31 37 43 49 55 61 
2 8 14 20 26 32 38 44 50 56 62 
2 8 14 20 26 32 38 44 50 56 62 
2 8 14 20 26 32 38 44 50 56 62 
2 8 14 20 26 32 38 44 50 56 62 
3 9 15 21 27 33 39 45 51 57 63 
3 9 15 21 27 33 39 45 51 57 63 
3 9 15 21 27 33 39 45 51 57 63 
3 9 15 21 27 33 39 45 51 57 63 
4 10 16 22 28 34 40 46 52 58 64 
4 10 16 22 28 34 40 46 52 58 64 
4 10 16 22 28 34 40 46 52 58 64 
4 10 16 22 28 34 40 46 52 58 64 
5 11 17 23 29 35 41 47 53 59 65 
5 11 17 23 29 35 41 47 53 59 65 
5 11 17 23 29 35 41 47 53 59 65 
5 11 17 23 29 35 41 47 53 59 65 
6 12 18 24 30 36 42 48 54 60 66 
6 12 18 24 30 36 42 48 54 60 66 
6 12 18 24 30 36 42 48 54 60 66 
6 12 18 24 30 36 42 48 54 60 66 

(a) lnterleaver input array 
1 3 2 4 1 3 2 4 1 3 2  

17 19 18 20 17 19 18 20 17 19 18 
33 35 34 36 33 35 34 36 33 35 34 
49 51 50 52 49 51 50 52 49 51 50 
65 67 66 68 65 67 66 68 65 67 66 
81 83 82 84 81 83 82 84 81 83 82 
9 11 10 12 9 11 10 12 9 11 10 

25 27 26 28 25 27 26 28 25 27 26 
41 43 42 44 41 43 42 44 41 43 42 
57 59 58 60 57 59 58 60 57 59 58 
73 75 74 76 73 75 74 76 73 75 74 
89 91 92 94 89 91 92 94 89 91 92 
5 7 6 8 5 7 6 8 5 7 6  

21 23 22 24 21 23 22 24 21 23 22 
37 39 38 40 37 39 38 40 37 39 38 
53 55 54 56 53 55 54 56 53 55 54 
69 71 70 72 69 71 70 72 69 71 70 
85 87 86 88 85 87 86 88 85 87 86 
13 15 14 16 13 15 14 16 13 15 14 
29 31 30 32 29 31 30 32 29 31 30 
45 47 26 28 45 47 46 48 45 47 46 
61 63 62 64 61 63 62 64 61 63 62 
77 79 78 80 77 79 78 80 77 79 78 
93 95 94 96 93 95 94 96 96 95 94 

(b) lnterleaver output array 

Figure 4.31 Forward traffic channel interleaving a t  2,400 bps. 
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16 19 22 25 28 31 
16 19 22 25 28 31 
16 19 22 25 28 31 
16 19 22 25 28 31 
16 19 22 25 28 31 
16 19 22 25 28 31 
16 19 22 25 28 31 
16 19 22 25 28 31 
17 20 23 26 29 32 
17 20 23 26 29 32 
17 20 23 26 29 32 
17 20 23 26 29 32 
17 20 23 26 29 32 
17 20 23 26 29 32 
17 20 23 26 29 32 
17 20 23 26 29 32 
18 21 24 27 30 33 
18 21 24 27 30 33 
18 21 24 28 30 33 
18 21 24 28 30 33 
18 21 24 28 30 33 
18 21 24 28 30 33 
18 21 24 28 30 33 
18 21 24 28 30 33 

(a) lnterleaver input array 
2 1 2 1 2 1  
10 9 10 9 10 9 
18 17 18 17 18 17 
26 25 26 25 26 25 
34 33 34 33 34 33 
42 41 42 41 42 41 
6 5 6 5 6 5  
14 13 14 13 14 13 
22 21 22 21 22 21 
30 29 30 29 30 29 
38 37 38 37 38 37 
46 45 46 45 46 45 
4 3 4 3 4 3  
12 11 12 11 12 11 
20 19 20 19 20 19 
28 27 28 27 28 27 
36 35 36 35 36 35 
44 43 44 43 44 43 
8 7 8 7 8 7 
16 15 16 15 16 15 
24 23 24 23 24 23 
32 31 32 31 32 31 
40 39 40 39 40 39 
48 47 48 47 48 47 

Ibl lnterleaver output array 

Figure 4.32 Forward traffic channel interleaving at 1,200 bps. 
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as well as subsequent groups of six, exhibit the same property. This is a 
characteristic of an ( I  = 6, J = 64) block interleaver. These observations 
demonstrate that the paging and traffic channels use a (6, 64) block inter- 
leaver, which is shown in Figure 4.33. 

The read array for the 9,600-bps traffic and paging channels (Figure 
4.29) does correspond to the (6,64) array of Figure 4.33, but the rows are read 
out in a permuted order. Upon closer observation, it becomes evident that 
the rows are read from the (6, 64) array in bit-reversal order. The first six 
symbols are from row 0. The next six are from row 32. The next six are 
those in row 16, and so forth. Reading the rows in bit-reversal order changes 
the properties of the interleaver. For a conventional (6, 64) array, the 
minimum spacing is given by S = 64 for B 5 6 and S = 1 for B > 6. With 
this permuted structure, the minimum-separation profile is found to be 

Using the bit-reversal row reading, the minimum separation for B > I is 
increased at the expense of the separation for B 5 I. The memory and delay 
requirements are equal to those of conventional block interleavers: 

768 sym 
D = 21J = 768 = = 40 ms 

19,200 sym/s 

The encoding and interleaving process for the reverse link was shown 
previously in Figure 4.21 for the access channel and 4.22 for the reverse traffic 
channel. Similar to the forward traffic channel, the access channel reads the 
rows from the input array in bit-reversal order. On the reverse traffic 
channel, symbols at the lower data rates (1.2, 2.4, and 4.8 kbps) are repeated 
after convolutional encoding. The transmitter pseudorandomly gates the 
amplifier on and off to eliminate the repeated symbols. The traffic channel 
interleaver is designed to operate in conjunction with the amplifier gating. 
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Row 0 
Row 1 
Row 2 
Row 3 
Row 4 
Row 5 
Row 6 
Row 7 
Row 8 
Row 9 
Row 10 
Row 11 
Row 12 
Row 13 
Row 14 
Row 15 
Row 16 
Row 17 
Row 18 
Row 19 
Row 20 
Row 21 
Row 22 
Row 23 
Row 24 
Row 25 
Row 26 
Row 27 
Row 28 
Row 29 
Row 30 
Row 31 

Row 32 33 
Row33 34 
Row34 35 
Row35 36 
Row 36 37 
Row37 38 
Row38 39 
Row39 40 
Row 40 41 
Row 41 42 
Row 42 43 
Row 43 44 
Row 44 45 
Row 45 46 
Row 46 47 
Row 47 48 
Row 48 49 
Row49 50 
Row 50 51 
Row 51 52 
Row 52 53 
Row 53 54 
Row 54 55 
Row 55 56 
Row 56 57 
Row 57 58 
Row58 59 
Row 59 60 
Row60 61 
Row61 62 
Row 62 63 
Row 63 64 

Figure 4.33 Forward traffic and paging channel interleaving is observed to be equivalent to a 
(6,64) array. 

Data from the access channel are generated at 4.8 kbps, repeated once, 
and R, = 1/3 convolutionally encoded to 28.8 ksps. Interleaving is per- 
formed within a single 20-ms frame containing 20ms x 28.8 ksps = 576 
symbols. Symbols are read from the (I = 18, J = 32) array by rows in bit- 
reversal order. No gating is used on the access channel, and thus, both 
identical symbols are transmitted. The order of the rows is given by 
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where 0 is the first row and 31 is the last row. The (18, 32) array with the 
symbols read out by consecutive rows is shown in Figure 4.34. The access 
channel minimum-separation profile can be found to be 

As with conventional block interleavers, the memory requirement is twice 
the number of symbols in the array: 

Figure 4.34 Output of the access channel interleaver. 
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Likewise, the delay is 

1,152 sym 
D = 21J = 1,152 = = 40 ms 

28,800 syrn/s 

The reverse traffic channel performs interleaving over a single 20-ms 
frame period. The data rate into the interleaver is 28.8 ksps, and the block 
size is therefore 20ms x 28.8ksps = 576 symbols. As with the forward 
traffic channel, the reverse traffic channel uses symbol repetition. 

Unlike the forward link, however, the reverse link gates the amplifier 
to eliminate the repeated symbols. Each 20-ms frame is divided into 16 
equally spaced timeslots, called "power control groups." Each timeslot has a 
duration of 1.25 ms or 36 symbols, as shown previously in Figure 4.23. At an 
original data rate of 9.6 kbps, all timeslots contain symbols, and none is gated. 
At 4.8 kbps, one-half of the symbols would be gated, which would be either 
position 0 or 1, either position 2 or 3, and so on. At 2.4 kbps, only 114 are 
filled, and at 1.2 kbps, 118 are filled. Which positions contain symbols is 
determined pseudorandomly, a process termed data burst randomizing. 

The reverse traffic channel interleaver for all rates is an (I = 18, J = 32) 
array, and thus, two rows are needed to fill one power control group. The 
rows of the interleaver are read out in an order that ensures that groups of 36 
symbols (two rows) do not contain any duplicate symbols. The reverse traffic 
channel interleaver write arrays showing the symbol repetition are given in 
Figures 4.35,4.36,4.37, and 4.38 for 9.6,4.8,2.4, and 1.2 kbps, respectively. 

The symbols are read out of the interleaver by rows in the order that is 
given in Table 4.8. 

The combination of the 576-symbol interleaver and amplifier gating 
forms block interleavers whose minimum separation characteristics are 
dependent on the original data rate. The memory requirement and delay are 
independent of data rate because the original array has 576 symbols. Note 
that the arrays are read from the top to bottom instead of bottom to top, 
which reduces the minimum spacing by one. The 9.6-kbps interleaver is an 
(I  = 18, J = 32) block interleaver. The 4.8-kbps interleaver is effectively 
(I  = 18, J = 16). The 2.4-kbps array is effectively (I  = 18, J = 8), and the 
1.2-kbps interleaver is effectively (I = 18, J = 4). The term effective implies 
that only the minimum-spacing parameter is affected, and not the memory or 
delay. The minimum separation is thus given by 
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Figure 4.35 Reverse traffic channel interleaving a t  9,600 bps. 

where the I and J are the effective values. As with conventional block 
interleavers, the memory requirement is twice the number of symbols in the 
array 

M = 21J = 2 x 18 x 32 = 1152 (4.21) 

Likewise, the delay is 
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Figure 4.36 Reverse traffic channel interleaving at 4,800 bps. 

1,152 sym 
D = 21J = 1,152 = = 40 ms 

28,800 sym/s 

4.4.3 Diversity and Handoff 

The digital spread-spectrum design of the IS-95 forward and reverse link 
waveforms permits the use of several forms of diversity in addition to the 
time diversity inherent in the repetition, encoding, and interleaving of the 
data symbols. These forms of diversity include multipath diversity and base 
station diversity, the latter being available with or without the prospect of 
handing off the call to a different base station. 
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Figure 4.37 Reverse traffic channel interleaving at 2,400 bps. 

Because the forward link waveform for a particular channel is a dual- 
quadrature direct-sequence spread-spectrum signal, it is ~ossible to employ 
spread-spectrum correlation techniques to isolate a single multipath com- 
ponent of that channel's signal and to discriminate not only against signals 
from other base stations but also against multi~ath components of the same 
channel's received signal. Using the Rake technique, in which the receiver 
uses several parallel receiver "fingers" to isolate multipath components, on the 
forward link it is possible to extract several multipath components from the 
total received signal and to align them for optimal combining. 

In the implementation of the IS-95 system, the mobile receiver employs 
a "searcher" receiver and three digital data receivers that act as fingers of a 
rake in that they may be assigned to track and isolate particular multipath 
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Figure 4.38 Reverse traffic channel interleaving at 1,200 bps. 

components of a base station signal; the block diagram in Figure 4.39 
illustrates this receiver concept. The search receiver scans the time 
domain about the desired signal's expected time of arrival for multipath pilot 
signals from the same cell site and pilot signals (and their multipath com- 
ponents) from other cell sites. Searching the time domain on the forward link 
is simplified because the pilot channel permits the coherent detection of 
signals. The search receiver indicates to the mobile phone's control processor 
where, in time, the strongest replicas of the signal can be found, and their 
respective signal strengths. In turn, the control processor provides timing and 
PN code information to the three digital data receivers, enabling each of them 
to track and demodulate a different signal. 
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Table 4.8 Order of the traffic channel read operation 

Rate Row Number 
9.6 kbps 0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16, 

17, 18, 19, 20, 21, 22, 23, 24,25,26,27,28,29, 30, 31 

4.8 kbps 0,2,1,3,4,6,5,7,8,10,9,11,12,14,13,15,16, 
18, 17, 19,20, 22, 21, 23, 24, 26, 25, 27, 28, 30, 29, 31 

2.4 kbps 0,4,1,5,2,6,3,7,8,12,9,13,10,14,11,15,16, 
20, 17, 21, 18, 22, 19, 23, 24, 28, 25, 29, 26, 30, 27, 31 

1.2 kbps 0 , 8 , 1 , 9 , 2 , 1 0 , 3 , 1 1 , 4 , 1 2 , 5 , 1 3 , 6 , 1 4 , 7 , 1 5 , 1 6 ,  
24, 17, 25, 18, 26, 19, 27,20, 28, 21, 29, 22, 30, 23, 31 

Searcher 
receiver 

A n  Digital data A 
receiver receiver 

Diversity - combiner 

Antenna Diplexer 
Digital data 

receiver 

Baseband 
data in -+ 

Baseband 
data out Transmit Transmit 

power amp pwr control Transmit 
modulator 

Figure 4.39 Mobile station block diagram. 

The principles of diversity combining and Rake receiver processing are 
explained in Chapter 9. 

If another cell site pilot signal becomes significantly stronger than the 
current pilot signal, the control processor initiates handoff procedures during 
which the forward links of both cell sites transmit the same call data on all 
their traffic channels. When both sites handle the call, additional space 
diversity is obtained. When handoff is not contemplated, in a cell site 
diversity mode the strongest paths from multiple cell sites are determined by 
the search receiver, and the digital data receivers are assigned to demodulate 
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these paths. As shown conceptually in Figure 4.40, the data from all three 
digital receivers are combined for improved resistance to fading; in the figure, 
the fact that different base stations or sectors are distinguished by different 
short PN code offsets is highlighted by identifying the two adjacent base 
stations with different offsets of 642 PN code chips and 64 j  PN chips, 
respectively. 

The forward link performs coherent postdetection (after demodulation) 
combining after ensuring that the data streams are time-aligned; performance 
is not compromised by using postdetection combining because the modula- 
tion technique is linear. Coherent combining, illustrated in Figure 4.41, is 
possible because the pilot signal from each base station provides a coherent 
phase reference that can be tracked by the digital data receivers. 

On  the reverse link, the base station receiver uses two antennas for 
space diversity reception, and there are four digital data receivers available for 
tracking up to four multipath components of a particular subscriber's signal, 
as depicted in Figure 4.42. During "soft" handoff from one base station site to 
another, the voice data that are selected could result from combining up to 
eight multipath components, four at each site, as illustrated in Figure 4.43. 
The reverse link transmissions, not having a coherent phase reference like the 
forward link's pilot signal, must be demodulated and combined non- 
coherently; "maximal ratio" (optimum) combining can be done by weighting 
each path's symbol statistics in proportion to the path's relative power prior 

Multipath intensity profiles 

P N  offset 6 4  P N  offset 64j 

Direct - Reflections 
path 

\\ I 
b Time 

Optimal coherent combining 0 
Figure 4.40 Forward link rnultipathlbase station diversity. 



Overview of IS-95 393 

A Multipath intensity 
Signals to be processed by fingers 

Time resolution 
= l/Tc = 81 3.8 ns 

I A B C 

Multipath arrivals are noncoherent: Optimal coherent combining: 

Figure 4.41 Concept of coherent combining. 

to demodulation and decoding decisions. At the MTSO, the frames of data 
from the two base stations are selection-diversity "combined"; that is, the 
frame with the better quality is chosen. (These diversity combining methods 
are treated in Chapter 9.) 

The soft handoff depicted as in progress in Figure 4.43 is termed "soft" 
because the connection of the mobile with one station is not broken off until 
one is established with the new station, rather than the "hard" handoff pro- 
cedure that is necessary in analog FDMA cellular systems because the receiver 
must tune to a new frequency. Because the combining is done at the MTSO, 
however, under soft handoff, it is necessary to make hard data decisions to 
transmit the data frame to the MTSO. A "softer" handoff can occur in an IS- 
95 CDMA system when the mobile is in transition between two sectors of the 
same cell site. As illustrated in Figure 4.44, up to four multipath components 
of the mobile's transmission, as received at up to four antennas, can be 
combined before making a hard data decision. The figure indicates that the 
handoff process involves a gradually increasing preference for multipath 
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I Noncoherent maximal ratio combining I 
I I 

Symbol soft decisions W To Viterbi decoder 

Figure 4.42 Reverse link multipathlantenna diversity. 

All use identical reference PN offset 

Cell site I Cell site 2 

Noncoherent maximal ratio combining, Noncoherent maximal ratio combining, 
symbol decisions, and decoding symbol decisions, and decoding 

Voice frame 1 MTSO Voice frame 2 

I I 
Select better frame for vocoder processing To vocoder 

Figure 4.43 Reverse link soft handofflmultipathlbase station diversity. 
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All use identical reference PN offset 

Noncoherent maximal ratio combining, 
symbol decisions, and decoding 

Figure 4.44 Reverse link "softer" handoff between sectors of a cell site. 

components received in one sector, until the mobile signal is being processed 
by just one sector. 

Note that on reverse link transmissions, the mobile transmits using 
zero-offset short PN codes; during handoff, each base station must align its 
receiver to the unique value of propagation delay experienced by the mobile 
signal, using the preamble sent on reverse link access channel and traffic 
channel transmissions as an aid to acquisition. On the forward link, during 
handoff each base station or sector uses its usual short PN code offset. 

As shown previously in Figures 4.8 and 4.9, the IS-95 system modulates 
the same data on both the in-phase and quadrature-phase channels. This mod- 
ulation is different from conventional QPSK where different data are 
modulated on the I and Q channels. The IS-95 scheme is not conventional 
QPSK but a form of diversity transmission that reduces multiple access inter- 
ference relative to a conventional BPSK scheme. A derivation of this fact is 
presented in Chapter 7. 

The IS-95 CDMA system "soft handoff" geatly reduces the number of 
failed handoffs. As a call is initiated, the base station sends the mobile, among 
other parameters, a set of handoff thresholds and candidate base stations for 
handoff. The mobile tracks all possible pilot phase offsets in the system, with 
the emphasis on the candidates and the current base station. Those base 
stations that have a signal above the candidate threshold are kept on a peri- 
odically updated list. The list is updated when (1) a new candidate exceeds the 
"add threshold," (2) an old candidate remains below the "drop threshold" for 
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a predetermined time, (3) the list becomes too large, or (4) a handoff forces a 
change in the candidates. 

When the pilot signal level of another base station exceeds the currently 
active base station's signal by a specified amount, the mobile relays this 
information to the active base station. The system controller then assigns a 
modem in the new cell to handle the call and the original base station - 
transmits the information necessary for the mobile to acquire the new base 
station. The mobile continues to monitor the the E,/Io of the original base 
station and assigns at least one digital data receiver to demodulate data from 
the other base station. Digital data receivers are assigned to the strongest 
multipath components from either base station, providing a form of space 
diversity as discussed above in Section 4.4.2. 

An example of soft handoff can be seen in Figure 4.45, where the 
mobile is origirdly communicating through base station A. When the pilot 
signal of base station B exceeds the add threshold, the mobile informs base 
station A, and base station B is put on the candidate list. Once the signal 
strength of base B exceeds the signal strength of base A by a specified margin, 
base B is put on the active list and begins to handle the call also. The signals 
to and from both base stations are diversity combined. As soon as the signal 

Edlo + Base B 

Add 
threshold 

I I 
I I 
I I Drop 
I I 

I I 
threshold 

I I 
I I 
I I 
I 

I I I I 
I 

b Time 
I I I I I 

I I I I I I 
Base B Base B Drop Drop Drop ~ ;op  

added to made active timer timer timer timer 
candidate list starts reset starts expires; 

Base A dropped 

Figure 4.45 Signal levels during soft handoff. 
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from base station A crosses the drop threshold, the drop timer is started. The 
timer is reset when the signal exceeds the drop threshold. When the signal 
falls below the drop threshold, the drop timer is restarted. After the drop 
timer expires, base station A is dropped from active service. 

Soft handoff methods have several advantages over conventional hard 
handoff methods. Contact with the new base station is made before the call is 
switched, which prevents the mobile from losing contact with the system if 
the handoff signal is not heard or incorrectly interpreted. Diversity combin- 
ing is used between multiple cell sites, allowing for additional resistance to 
fading. Because more than one base station is used in the soft handoff region, 
the ping-ponging effect can be virtually eliminated. Thus, the system is re- 
lieved from unnecessary switching operations. The system is further relieved 
from determining signal strengths, because this processing is done at the 
mobile. If the new cell is loaded to capacity, handoff can still be performed if 
all users accept a small increase in the bit-error rate. This type of handoff can 
be likened to make-before-break switching. Note that in soft handoff, neither 
the mobile nor the base station is required to change frequency. Con- 
ventional hard handoff is performed if the mobile is required to switch to an 
analog system or change to another CDMA frequency. Frequency changes 
may be necessary if the current frequency is crowded or the mobile enters a 
new CDMA network. 
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Appendix 4A Theory of Interleaving 

The most commonly employed interleaving techniques fall into two classes. 
The more common type is block interleaving, which is often used when the 
data is divided into blocks or frames, such as in the IS-95 system. 
Convolutional interleaving, on the other hand, is more practical for a continu- 
ous data stream. Block interleaving is known for its ease of implementation, 
whereas convolutional interleaving has performance advantages. Continuous 
operation allows the original overhead associated with convolutional inter- 
leaving to become insignificant. 

4A.1 Block Interleaving 

The fundamentals of block interleaving are covered in Section 4.4.2. This 
section simply gives an example demonstrating the fact that the minimum 
separation is affected by reading out the rows in another order. Assume that 
the block contains 20 symbols and is read into an I = 5, J = 4 interleaver. 
Let a number be assigned to each symbol that indicates its original order in 
the transmission sequence. After reading into the interleaver, it can be 
represented by the following array: 

If the symbols are read out in a conventional manner, then the output of the 
interleaver would be 
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Note that the minimum separation of any burst of B L: I = 5 symbols is 
J = 4, and that for B > I = 5, S = 1. 

Now suppose that the symbols are read out by rows in the following 
order: first row, third row, second row, and then the last row. The symbols 
would be ordered 

The minimum-separation profile becomes 

4 B 2 4 (e.g., between 1 and 5) 

2 B = 5 (e.g., between 1 and 3) 

1 B > 5 (e.g., between 3 and 2) 

In this particular case, the minimum separation was reduced from 4 to 2 
for B = 5. Increasing the minimum separation for B > I becomes easier 
with larger interleaver sizes. Note also that the memory requirement and 
delay remain essentially unchanged. 

4A.2 Convolutional Interleaving 

Convolutional interleavers have a series of K parallel lines with an input 
commutator moving between each line much like an encoder for a 
convolutional code. Each of the K lines contains various numbers of storage 
elements, as shown in Figure 4A.1. The first line is a short from the input to 
output, and the second has L storage elements. Each successive line has L 
more units than the previous, and thus, the last contains K(L - 1) storage 
registers. The storage elements must be loaded with some initial symbols, 
which are shifted out into channel and increase overhead. This loading is 
similar to tail bits in convolutional coding. An output commutator moves in 
synchronization with the input commutator to extract a symbol every time 
one is entered. The deinterleaver performs the complementary operations are 
requires a corresponding structure, depicted in Figure 4A.2. 

An example, using a K = 4, L = 2 interleaver, will help illustrate the 
convolutional interleaving process. Let the initial loading of each register be 
represented by any symbol "i," and the 48 input symbols be represented by 
Xj, where j is the initial ordering (j = 1, 2,. . . , 47). The initial conditions 
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encoder 4 -- +I 
. . . 0 K 

Lines 

channel k 
Figure 4A.1 ( K ,  L) Convolutional interleaver structure. 

Figure 4A.2 The deinterleaver performs the reverse operation. 
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and the interleaving process for the first three commutator periods are shown 
in Figures 4A.3,4A.4,4A.5, and 4A.6. 

channel i From 4 

Figure 4A.3 Initial conditions of the interleaver example. 

- i  

Output 

From 4 - x i 

encoder channel 

encoder 

P-" 

i 

Figure 4A.4 lnterleaver after first commutator period. 

o 
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Output 

x5 Xl 0 

encoder 

Figure 4A.5 lnterleaver after second commutator period. 

Output 

x9 x5 0 

encoder 

Figure 4A.6 lnterleaver after third commutator period. 

channel b 

channel k 
The interleaver input and output for the example are shown in Table 

4A.1. The initial symbols are scattered throughout the desired data and are 
required to be gated or transmitted to the channel, which increases overhead, 
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Table 4A.1 lnput and output of the interleaver 

Period 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

Input Output 
xo, 2, 2,  2 

but if continuous operation is employed, these initial symbols need only be 
sent once. Table 4A.2 contains the input and output of the deinterleaver 
corresponding to the interleaver. It is assumed that the deinterleaver is 
initially loaded with d symbols. Note that after the first 24 symbols, the 
symbol ordering is restored. 

By observing the interleaver output, the minimum separation between 
any symbols of a burst of length B is found to be 

Table 4A.2 lnput and output of the deinterleaver 

Period 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

Output 
d, d, d, i 
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The number of memory elements can be determined by direct count to be 

The delay is equal to the number of memory elements at the transmitter and 
the number at the receiver, or 

These observations can be extended to any (K, L) convolutional inter- 
leaver. The minimum-separation profile is given by 

The number of storage elements is given by 

The delay is twice the number of storage elements, or 

4A.3 Comparison of Block and Convolutional Interleaving 

The comparison is based mainly on the S / D  and S / M  ratios for the two 
interleavers. For the block interleaver, the ratios can be found by using 
equations (4.10), (4.11), and (4.12): 
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S J 1 
-(block) = - = - 
M 21J 21 

for B < 1 

S J 
-(block) = - = - 
D 

for B 5 I 
21J 21 

For the convolutional interleaver, the ratios can be found using equations 
(4A.1), (4A.2), and (4A.3): 

S K L - 1  
-(convolutional) = 
M 

for B 5 K 
KL(K - 1)/2 

S K L - 1  
-(convolutional) = 
D 

for B 5 K 
KL(K - 1) 

The S / M  ratio is approximately four times as large with convolutional 
interleaving as with block interleaving. The S / D  ratio for convolutional 
interleaving is approximately twice that for block interleaving. Convolu- 
tional interleaving also has the advantage that for B > K, the minimum 
separation is greater than unity, which is not the case for block interleaving. 
As noted previously, the original contents of the convolutional registers must 
be transmitted over the channel, which can reduce overhead. Because of its 
simplicity and the fact that most data are grouped in blocks, however, block 
interleaving is more commonly employed. 

4A.4 lnterleaver Design 

The main purpose of interleaving is to disperse bursts of errors over time so 
that an error control code can correct the errors. Therefore, the longest 
expected burst should be dispersed over a great enough time to allow 
correction. The memory span N of a code is defined as the number of code 
symbols required to achieve the full error-correcting capability t .  For block 
error-correcting codes, the decoder span is the block length (N = n). For 
convolutional codes, the decoder span is more difficult to define. It is 
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generally accepted that two to five constraint lengths of channel symbols is 
sufficient (N = 2nK1 to 5nK1, where n is the branch length and K1 is the 
constraint length). 

The following example illustrates the distribution of errors within a 
decoder span. Consider the (31, 16) BCH code that corrects t = 3 errors, and 
N = n = 31. The interleaver should ensure that no more than t = 3 errors 
occur within one memory span. To satisfy this requirement, the minimum 
separation for the interleaver must be greater than or equal to 11, as shown in 
Figure 4A.7. If the minimum separation is less than 11, then it is possible to 
have four errors within one memory span, as illustrated in Figure 4A.8. 

The number of errors in any memory span should be less than the 
error-correcting capability of the code. The average number of errors in a 
decoder span is N/S. Because there must be t or fewer errors in a memory 
SDan: 

Solving for the minimum separation gives 

p- Decoder memory span _I 
I I I I I I I I I ~  I I I I I I I I I I I I I I I l l  

t 
Error 

t 
Error 

t 
Error 

Y 

S= 11 

Figure 4A.7 Interleaving should ensure that at most t errors are within a memory span. 

I I I I I I I I I I I I I I I I I I I I I I I I ~  
t 

Error 
t 

Error 
t 

Error 
t 

Error 

Figure 4A.8 If more than t errors occur, the code cannot correct them. 
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where 1x1 denotes the smallest integer greater than of equal to x. For both 
convolutional and block interleaving, the largest minimum separation is 
achieved for B 5 I or K. Thus, when determining interleaver structure, the 
longest burst expected should be less than I or K, and equation (4.31) should 
be satisfied. 

Other practical factors affect interleaver structure. Data are usually 
arranged into blocks in order to be processed more manageably. Blocks can 
be determined by channel coding, voice coding, protocol requirements, and 
other framing requirements. Interleaving is usually performed within an 
integer number of frames. For example, in IS-95, interleaving is performed 
within a single frame. In IS-54 [2], interleaving is performed within two 
frames. Because delays of several hundred milliseconds are noticeable in 
speech, the total delay should be limited to this amount. Interleaver delay is a 
large pan of the total delay, which also includes propagation, voice coding, 
and channel coding delays. When block codes or control messages are used, it 
is desirable to make the interleaver memory an integral number of code 
words or messages. If not, then the decoder must wait until the remainder of 
the code word or message is received before processing can begin. 

Appendix 4B Hash Function Used in IS-95 

In IS-95, the base or mobile is often presented with a number of resources and 
must choose which one to use. For example, if there are seven active paging 
channels, the base station must decide which of these seven channels to use 
when paging a particular mobile subscriber. The choice should be uniform 
and reproducible, in the sense that it should be 

Uniform. All resources should be used uniformly to prevent collisions 
(contention for the use of the same resource by more than one user) or 
overloads (exceeding the capabilities of the resource). For example, page 
messages should be evenly distributed over all the paging channels and all of 
the slot resources within the paging channels to prevent overloading a single 
channel. 

Reproducible. It is advantageous for both the base station and the 
mobile to be able to independently reproduce the choice of resources from 
information known to both. For example, from information known by both 
base station and mobile, the mobile can reproduce the base's choice of paging 
channel and monitor only that paging channel. 

One method of making a uniform choice from among a number of 
resources is by using a "hash function." The hash function allows this uni- 
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form distribution through a method that is reproducible at both the mobile 
and the base station using as inputs (a) the number of resources and (b) a 
parameter (hash key) that is known by both terminals. We denote the hash 
key as K and the number of resources as N. With the input of a hash key K ,  
the output of the hash function h(K)  will be an integer value between 0 and 
N - 1, thus taking N values: 

Because the keys in practice may differ only slightly, such as two telephone 
numbers differing only in the last digit, we must be careful to find a hash 
function that breaks up clusters of almost identical keys to reduce the 
number of collisions (the same hash function outputs). 

A general form for a normalized hash function hl(K), where 0 5 hl(K) 
5 1, is given by 

~ I ( K ) = ( C K ) ~ O ~ I ,  o < c < ~  (4~.2) 

Taking a number modulo 1 is the same as discarding the integer part and 
keeping the mantissa (the part of the number to the right of the decimal 
point). Examples: 10.261 mod 1 = 0.261, 11 mod 1 = 0. The normalized 
hash function can be extended to generate an integer between 0 and N - 1 by 
using the operation 

where 1x1 is the greatest integer less than x, and N is the number of 
resources. 

One method for generating a fractional number c for use in hash 
functions is to take c as the ratio c = Alw, where w = 2B, B is the word size 
of the processor, and A < w is some positive integer that is relatively prime to 
w. Computers represent numbers by a certain number of binary digits; the 
number of digits that a processor uses is called the word size B. "Relatively 
prime" means that the numbers have no common divisors. 

Example 4B.1 Suppose A = 4 and w = 8, where A and w are not relatively 
prime. Then, c = Alw = 0.5 and we have the values 
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The values of ( c K )  mod1 repeat for every second value of K, a highly 
undesirable characteristic. Now suppose that A = 3 and w = 8, where these 
two numbers are relatively prime. Then c  = A/w = 0.375 and we have the 
values 

When A is relatively prime to w, we have the maximalperiod of w = 8. 

We have demonstrated that w is the maximal length of the period. 
Thus, we want the value of w to be large. It is also desirable to simplify the 
arithmetic involved in dividing A by w. Dividing a number by 2' results in 
the number's being shifted i places to the right in binary notation. For 
example, 24 (binary 11000) divided by 4 = 22 equals 6 (binary 110). Thus, 
we should make w the largest power of two that can be represented on the 
given processor, which for a B-bit processor is w = 2B. 

With w fixed, c  is determined by the value of A, which should be 
chosen so that the numbers generated by the hash function have as uniform a 
distribution as possible. We will show that A should be chosen to be the 
integer relatively prime to w and closest to 0 .618~ ;  that is, Alw E 

0.618 = (& - 1)/2, a fraction called the golden ratio in mathematics. To 

demonstrate that Alw FZ 0.618 provides a uniform distribution, a quick 
review of the golden ratio is covered before proceeding. 

4B.1 Review of the Golden Ratio and Fibonacci Numbers 

The golden ratio, denoted here by g, is defined as the ratio between the 
lengths of two portions of a line segment in which the ratio of the shorter 
portion to the longer portion equals the ratio of the longer portion to the 
total length: 
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Solving for g gives the quadratic equation g2 + g - 1 = 0, for which the 

positive root is g = 5 - 1 /2 = 0.618. (J ) 
Consider the equation t2 - t - 1 = 0. The roots of this equation are 

I+,/% x=-- 1 - J 5  
2 

- 1.618 and y = - - 
2 

- -0.618 

(4B. 5) 

Because 

(4B. 6) 

(4B .7) 

n If we define rn = Fn+l/Fn as the ratio of successive Fibonacci numbers, 
we find that 

Note that x + y = 1 and xy = -1. The Fibonacci number [4] Fn for integer 
n = 0, 1, 2, ... is defined by 

xn - yn 
Fn = where x and y are the roots of t2 - t - 1 = 0 

x - Y  

,-p+l = xn + xn-l and yn+l = yn + yn-l 

giving the recursion for the Fibonacci numbers for n > 1: 

Therefore, the Fibonacci numbers are 

which leads to the continued fraction expression 
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Because the roots x and y are such that x > lyl and lim ( Y / x ) ~  = 0, the 
n - + w  

ratio r, converges to a certain asymptotic value: 

xn+l - yn+l 
lim r, = lim = lim x - Y(Yl.>" = x  (4B.10) 

n+cc n -+ 00 xn - yn n -+ oo 1 - ( Y / x ) ~  

Note that the ratio r, converges to the inverse of the golden ratio: 
- 

,/5+1 
- lirn r, = x = - - 2 -- - 1 - (4B. 11) 

n -+ oo 2 & - I  9 

showing that the golden ratio and Fibonacci numbers are closely related. For 
that reason, hashing that uses the golden ratio has been termed Fibonacci 
hashing. 

4B.2 Hash Function Example 

The uniformity of the hash function h ( K )  = [N [ ( e ~ ) m o d  I]] is clearly 

due to its kernel, ( 4 ~ ) r n o d l .  If A/w is chosen to be the golden ratio 

g = 0.618, then the uniformity of this Fibonacci hashing can be found 
experimentally by plotting the various values of (gK) mod 1. These values 
for K = 1,2, . . . , 14 are shown in Table 4B.1. The values may be plotted as 
shown in Figure 4B.1, which reveals the high degree of uniformity achieved 
by employing the golden ratio in the hash function kernel. 

Table 48.1 Values of the hash function kernel 
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0 0.2 0.4 0.6 0.8 1 

Kernel, (gK)mod 1 

Figure 48.1 Uniformity of the hash function kernel. 

Figure 4B.1 demonstrates the truth of the following theorem, proved in [5]: 

Theorem: Let 8 be any irrational number. When the points 8 mod 1,28 mod 
1,. . . ,&mod 1 are placed in the unit interval, the next point placed, 
[(n + 1)6] mod 1, falls in the largest existing segment. 

In the example of Table 4B.1 and Figure 4B.1, the first point (K = 1) was 
placed in the unit interval at g = 0.618, creating two two segments: 

dl = (0, gmod 11 with length Z1 = 0.618 

d2 = [gmod 1, 11 with length l2 = 1 - 0.618 = 0.382 

Obviously, l I  > 12, and in accordance with the theorem, the second point 
(K = 2) was placed at 2gmod 1 = 0.2360 in the interval dl, as illustrated in 
Figure 4B.2. After the placement of the second point, there are three 
segments: 
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g mod 1 
-g 0.6 - E ti 

Figure 4B.2 Placement of second point. 

dl = [O, 2gmod 11 with length l1 = 0.236 

dz = [2gmod 1, gmod I] with length l2 = 0.618 - 0.236 = 0.382 

d3 = [gmod 1, 11 with length Z3 = 0.382 

The largest of these three intervals is a tie between d2 and d3 because l2 = Z3, 
and the third point (K = 3) is placed at 3gmodl = 0.8541, which is in ds, 
splitting this interval into two segments. Thus, d2 becomes the longest 
segment and the next point (K = 4) should fall, according to the theorem, 
into d2-it does, because 4gmodl = 0.4721 is in d2, as can be observed in 
Figure 4B. 1. 

The fact that there were two segments with the same length after the 
placement of the second point is not unusual. A corollary to the theorem 
stated above declares that [5] the lengths of the segments will have at most 
three different values. This behavior of the hash function kernel is clearly 
seen regarding the sixteen segments of the x-axis in Figure 4B.1. There is one 
interval length ( = 0.0557) between the following seven pairs of points: (K l ,  
K2) = (5, 13), (2, lo), (4, 12), (1, 9), (6, 14), (3, l l ) ,  and between 8 and 
the upper end of the (0, 1) interval. There is a second interval length 
( =  0.0344) between the following two pairs of points: (Kl, K2) = (1,14) 
and between 13 and the lower end of the (0, 1) interval. Finally, there is a 
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third interval length ( = 0.0902) between the following six pairs of points: 
(Ki, K d  = (5, lo), (2, 7), (7, 121, (4, 9), (6, l l ) ,  and (3, 8). 

According to [5], extensive experiments indicate that the two numbers, 
Alw = g and Alw = 1 - g lead to the most uniformly distributed sequences 
of kernel values, among all numbers 0 between 0 and 1. 

46.3 The IS-95 Hash Function 

The multiplicative Fibonacci hash function discussed above can be rearranged 
as follows: 

because x mod 1 = x - 1x1. Further, because x mod y = x - y - : 
I . I 1;1 

In IS-95, a word size of 16 bits is assumed, giving w = 216 = 65,536, and the 

ratio Alw = g = 9 = 0.618034 is used, or 

The integer closest is A = 40,503, which is also relatively prime to w. 
Therefore, IS-95 specifies the following hash function, denoted R: 

where the value of N is the number of resources from which to choose, and 
K is the hash key. 

The hash key is determined from the IS-95 parameter HASH - KEY, 
which is a binary number generated from either the 32-bit binary electronic 
serial number (ESN) or the least significant 32 bits of the binary encoded 
international mobile station identity (IMSI) of the mobile station; the binary 
coding of the IMSI is described below. These 32-bit binary numbers can be 
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written in the general form HASH KEY = L + 216H; that is, L is the 
number formed by the 16 least significant bits of the number HASH-KEY, 
and H is the number formed by the 16 most significant bits of the number 
HASH - KEY. Using this notation, the IS-95 hash key is computed as 

where DECORR is a modifier intended to decorrelate the different hash 
function selections made by the same mobile station. Let L' denote the 
twelve least significant bits of HASH KEY; then Table 4B.2 shows the values 
of the parameters used in the IS-95 haih function. 

The structures of the ESN and IMSI are shown in Figure 4B.3. Note 
that the ESN originates at the factory and is a fixed binary number, while the 
IMSI is a decimal number that is assigned to the mobile telephone unit when 
the country code and other information on the unit's specific use is known at 
the time of purchase. 

As indicated in Figure 4B.3, the IMSI can be up to 15 decimal digits in 
length. For use in generating a hash key in IS-95, a number denoted IMSI-S is 
derived from the IMSI by taking its 10 least significant digits and converting it 
to a 34-bit binary number. If the IMSI has fewer than ten digits, zeros are 
appended on the most significant side of the number make it have 10 digits. 
For the purpose of this discussion, let us suppose that the 10-digit IMSI-S 
comprises a three-digit area code (dl, d2, d3), a three-digit exchange number 
or prefix (d4, ds, ds), and a four-digit local number (d7, d8, ds, dlo). The 
mapping of the IMSI-S into a binary number is performed as follows: 

(1) If any of the numbers dlto dlo is a zero, change it to a ten; then 
subtract 1 from each of the numbers. This results in the 10 numbers 
(di, dk, . . . , die) that are rotated in value as shown in Table 4B.3. 

Table 4B.2 Parameters used in IS95 hash function 

Application N I DECORR 
CDMA channel # 1 No. channels (up to 10) 1 0 

Return value 
R + l  

(center frequency) 
Paging channel # 

1 randomization I is in broadcast message I I I 

Paging slot # 
Access channel 

. - 
in list sent to mobile 

No. channels (up to 7) 
in list sent to mobile 

2,048 
2", where M 5 512 

2 x L' R + l  

6 x L' 
14 x L' 

R 
R 
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ESN: set at factory 

bits 31 2423 1817 0 
I I c!ie 1 reserved I Serial number I 

IMSI: programmable 

1 MCC 1 MNC I MSlN I 
MCC mobile country code (3 digits) 
MNC mobile network code 
MSlN mobile station identification number 
NMSl national mobile station identity (up to 12 digits) 

Figure 48.3 ESN and lMSl structures. 

Table 4B.3 Initial rotation of lMSl digit values 

This "rotation" procedure to determine IMSI S digits (also used in IS-54 and 
AMPS to determine the mobile identification number, (MIN)) IS ' a convention 
carried over from earlier cellular practice. 

(2) The first three numbers (derived from the area code) are converted 
directly to a 10-bit binary number. For example, the area code 607 after 
rotation of the digits becomes 596, which in binary is (596)2 = 1001010100. 

(3) The next three digits (the exchange) is converted to a 10-bit binary 
number in the same way as the area code. 

(4) The first of the last four (local number) digits is converted directly 
to a 4-bit binary number, except that if it is zero, it is treated as if signified the 
number ten and is converted to the = 1010. 

(5) The last three digits are converted to a 10-bit binary number in the 
same way as the area code. 
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Example 4B.2 The 34-bit binary number corresponding to the IMSI - S given 
by 301-294-3463 is calculated as 

301 =+ 290; (290), = 0100100010 

The hash key makes use of the 32 least significant bits of this number. In the 
notation introduced above: 

Then, the hash key to determine the paging channel number is calculated as 

L 1100110101100000 
€3 H 0010001000101101 

€3 2L' 0001101011000000 
1111010110001101 =+- K = 62,861 

Assuming that there are N = 7 active paging channels, the hash function cal- 
culation (4B. 14) gives 

2,546,059,083 mod 216 
= b x  216 

The IS-95 paging channel assignment in this case is R + 1 = 6. The reader 
may verify that the IMSI-S differing in only one digit, 301-294-3464, results 
in K = 62,862 and the selection of paging channel 3 for the same 
assumptions. 
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4B.4 IS95 Random Number Generator 

In IS-95, the mobile is sometimes presented with a choice of resources from 
which to choose. For example, which of the 32 access channels associated 
with a particular paging channel (distinguished by long PN code offsets 
commanded by masks) should the mobile station use when attempting an 
access? This choice should be uniform and random to minimize collisions 
and overloads on particular channels. For the pseudorandom case, as opposed 
to the hashing case, the receiving link is not required to reproduce the choice 
of resources, and thus the choice will appear random to the receiver. 

A good random number generator (RNG) satisfies three basic criteria: 

The generator should produce a "nearly infinite" sequence of numbers. 
This means that the generator should have a "nearly infinite" period. 

The generator should produce a random sequence of numbers. In other 
words, the sequence should have no obvious pattern. 

The generator should be easily implementable on whatever processor it 
is to be used on. In other words, the arithmetic involved should not 
cause overflow or erroneous results. 

Most RNGs produce a periodic sequence of numbers, each of which is 
based on the previous number: 

and is initialized by choosing an initial seed z1. For our purposes, the form of 
the RNG will be limited to the linear congruent generator form 

zn+l = (az,) mod m (4B. 17) 

where the modulus m is a large prime integer, and the multiplier a is any 
integer such that 1 < a < m. If a or z, = 0, then the sequence is all zeros. 
Thus, 2.1 # 0. 

For example, let an RNG be given by z,+l = 32, mod7; this recursive 
algorithm produces the following values: 
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zn zn+ 1 

1 3(1) mod 7 = 3 
3 3(3) mod 7 = 2 
2 3(2) mod7 = 6 
6 3(6) mod 7 = 4 
4 3(4) mod 7 = 5 
5 3(5) mod 7 = 1 

The sequence 1, 3, 2, 6, 4, 5, 1, .  . . is produced. We can make two 
observations about this generator. First, the numbers range from 1 to 
m - 1 = 6 (0 and m are excluded); 0 is excluded because only m modm = 0 
and az, # m, because m is prime, and m is excluded because x modm < m, 
by definition of the modular operation. Second, the maximal period P before 
any number is repeated is m - 1 = 6; because 0 and m are excluded, the 
generator can produce all numbers from 1 to m - 1, which is m - 1 = P. 

It has been suggested [6] that an appropriate choice for a modulus is 
m = 231 - 1. This modulus is prime and produces a maximal period 
sequence of P = m - 1 = 231 - 2, which is "nearly infinite." Because a can 
be any integer such that 1 < a < m, there are m - 1 - 1 = 231 - 3 or about 
2.1 x 10' possible choices for the multiplier a. These choices can be nar- 
rowed by applying the three criteria. After applying the three criteria, only a 
handful of choices for a good random number generator remain. 

Because we have chosen m = 231 - 1, we must use at least a 32-bit 
processor to process values of m because 231 - 1 is the largest integer that can 
be represented by 32 bits (including one sign bit). It is desirable to implement 
the entire generator on a 32-bit processor, so that the generator can be 
compatible with a large number of computers. Because azn can be much 
greater than z3l - 1, it is useful to perform the calculation in the following 
manner to prevent overflow: 

Let m = aq + r where q = Lm/a] < m (so that aq < m) and let 
r = m moda; from the definition of the modular calculation, the generator 
can be expressed as 

Adding and then subtracting m Lz/qJ = (aq + r) Lz/qJ from the equation 
yields 

f (z) = az  - m + m  - (aq+r)  
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= a  ( z - q  LA) - r  LdJ + m  (I;] - I:]) 
\ d L 

Y ., d 

zmodq < q f2 i.1 

This ordering of the calculation prevents overflow, because 

and, using E to denote a positive number less than 1: 

For the IS-95 RNG, a2  = (16,807)~ = 2.8 x lo8 < m  = 2.15 x 10'. 
Even though some generators do not rank the highest on the random- 

ness test, they are used in modern systems because they have been used in the 
past with great success. An example of such a generator is the one used in IS- 
95, given by 

z,+~ = 1 6 , 8 0 7 ~ ~  mod (231 - 1) , where 16,807 = 75 (4B. 19) 

For this RNG, m  = 231 - 1 = 2,147,483,647 and z~ = the generator seed. 
The generator seed is determined from information stored in the permanent 
memory of the mobile and information found on the sync channel. 

During mobile initiation, the mobile receives the pilot channel to 
obtain synchronization with the base station and obtain the sync channel. On  
the sync channel is found the sync channel message, which contains a 36-bit 
parameter SYS-TIME corresponding to the system time. The 32 least 
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significant bits of SYS - TIME form a parameter RANDOM-TIME. The 
mobile computes the generator seed by using the 32-bit ESN stored in 
permanent memory and the 32-bit parameter RANDOM-TIME as follows: 

zo = (ESN @ RANDOM - TIME) mod m 

If zo is computed to be 0, then it is replaced by zo = 1. 

Example 4B.3 Find zo, given that 

ESN = 01001011101001010110100010101111 
and 

SYS - TIME = 101000110001011011110100110001010010. 

Solution: RANDOM-TIME is the 32 least significant bits of 
SYSTEM-TIME: 

SYS-TIME = 101000110001011011110100110001010010 
\ / ., 

RANDOM TIME - 

zo = (ESN @ RANDOM-TIME) mod m: 

ESN = 01001011101001010110100010101111 
RANDOMTIME = 0011000101 1011110100110001010010 

ESN @ RANDOM-TIME = O111101011OO10100010010011111101 
= 2060068093 

zo = (ESN @ RANDOM-TIME) mod m 

= (2060068093) mod 2147483647 = 2060068093 

For those applications that require a binary fraction u,: 0 < u, < 1, IS- 
95 specifies that the mobile station shall use the following value: u, = d m .  
For those applications that require a small integer k,: O 5 k, 5 N - I, the 
mobile station shall use the following integer value: k, = LN x ( z , /m) l .  

Example 4B.4 Suppose that a mobile is attempting access to the base station 
to register. The link is poor, and the mobile must transmit three accesses 
before the base station receives and correctly acknowledges the access. Find 
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the access channel number used for each of the accesses (IS-95 states that 
before each access, a new access channel number is randomly determined.) 

Solution assumptions: 

There are N = 32 access channels. 

The mobile station ESN is 01001011101001010110100010101111. 

The parameter SYSTEM-TIME is 10100100101 11010010101 10100010101 11 1. 

SYSTEM - TIME = 101001001011101001010110100010101111 
\ / " 

RANDOM-TIME 

The seed is zo = (ESN @ RANDOMTIME) mod m: 

ESN = 01001011101OO1010110100010101111 
RANDOM-TIME = 010010111010010101 10100010101111 

ESN @ RANDOM-TIME = 00000000000000000000000000000000 = 0 

zo = (ESN @ RANDOM-TIME) mod m = 0 mod 2,147,483,647 = 0 

because zo was calculated to be 0, it is replaced by zo = 1. The random 
number for the first access attempt is determined using 

zl = a x zo mod m = 16807 x 1 mod 2,147,483,647 = 16,807 

The access channel number for the first attempt is given by 

The random number for the second access attempt is determined using 

zz = a x zl mod m = (16807.16807) mod 2,147,483,647 

= 282,475,249 

The access channel number for the second attempt is given by 
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The random number for the third access attempt is determined using 

z3 = a x z2 mod m = 16,807 x 282,475,249 mod 2,147,483,647 

= 1,622,649,381 

The access channel number for the third attempt is given by 





Walsh Functions and CRC Codes 

Walsh functions of "order 64" are extensively used in the IS-95 system [I]. In 
the forward link, the coded and interleaved traffic channel signal symbols are 
multiplied with distinct repeating Walsh sequences that are assigned to each 
channel for the duration of the call. The Walsh sequences (functions) are 
mutually orthogonal, ensuring that user signals are also orthogonal. Thus, it 
can be stated that, for the forward link, the IS-95 system is an orthogonal 
spread-spectrum system designed to limit or eliminate multiple access inter- 
ference (MAI). 

Theoretically, MA1 can be reduced to zero if the signals in multiple 
access channels are mutually orthogonal. In practice, however, cochannel 
interference is still present because of multipath and signals from other cells 
that are not time-aligned with the desired signal. Delayed and attenuated 
replicas of the signals that arrive nonsynchronously are not orthogonal to the 
primary synchronously arriving components. These signals will cause inter- 
ference. The signals from other base stations are received nonsynchronously 
with respect to the signal from the home cell and, not being orthogonal, also 
cause interference. 

To reduce this interference, each forward link channel employs PN 
sequence modulation, each using the identical PN code sequence, which runs 
at the same clock rate as the orthogonal Walsh sequences. The elimination or 
rejection of the interference (the multi~aths within the home cell and the 
signals from other cells) is due to the processing gain that the system ~rovides 
in each channel. Thus, the multiple access scheme for the forward link is 
accomplished by the use of spreading orthogonal Walsh sequences (functions), 
whereas the purpose of the PN sequence application is to eliminate the 
interference to the extent the system's processing gains can provide for each 
channel. 

The Walsh functions are used in the IS-95 system for the reverse link as 
well as the forward link. The ways in which the Walsh functions are used in 
each link are, however, quite different. For the reverse link, the Walsh 
sequences are employed as an orthogonal modulation code, which depends 
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only on the data pattern, as explained in Section 4.3, forming a 64-ary 
orthogonal modulation system. When the Walsh functions (sequences) are 
used for multiplexing purposes in the forward link, their role is to distinguish 
the channel identities, whereas they are simply employed as orthogonal 
codewords for the reverse link. 

So what are the Walsh functions? Aside from the orthogonality 
property, are there other properties of the Walsh functions that need to be 
understood? We now define the Walsh functions and study their properties. 
The materials presented in this chapter on the subject of Walsh functions are 
extensive, perhaps beyond their simple application to the IS-95 system. IS-95 
does not specify how the Walsh functions for the reverse link are to be 
decoded. It is felt that, by understanding all the properties embedded in the 
Walsh functions-and there are many-one may envision several ways of 
generating or processing Walsh functions. This is the reason for discussing 
many forms of encoding and decoding the Walsh functions. 

In the second half of this chapter, we discuss the theory and use of the 
cyclic redundancy check (CRC) codes in IS-95 for frame error detection. The 
approach to the topic is tutorial. Based on our experience in giving seminars 
on the IS-95 system to engineers, we found that many with even advanced 
degrees did not have the opportunity in their education to learn the basics of 
coding theory. As a consequence, they did not appreciate the coding schemes 
used in the IS-95 system, such as CRC frame error detection and forward 
error control coding. The materials presented in this chapter are intended to 
teach those engineers from the very beginning of coding theory, to the extent 
needed to understand the CRC coding in the IS-95 system. The development 
also forms a basis for Chapter 8, which deals with convolutional coding 
schemes and their use in IS-95. Therefore, the reader who is familiar with the 
fundamentals of coding theory may skip the second half of this chapter except 
for noting the description of the specific CRC error detection schemes 
employed in the IS-95 system. 

5.1 Definition of the Walsh Functions 

In 1923, J. L. Walsh published a paper entitled "A closed set of normal 
orthogonal functions" [2] in which he defined a system of orthogonal 
functions that is complete over the normalized interval (0, I), each function 
taking only values of +I or -1, except at a finite number of discontinuity 
points, where it takes the value zero. 
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Walsh stated that the functions (which we now call Walsh functions) 
are orthogonal, normalized, and complete. He meant by "orthogonal" that, if 
you multiply any two distinct functions and integrate them over the interval, 
the result is zero. By "normal," he meant that, if the two functions are one 
and the same, the integral of their product is unity. Finally, "complete" 
means something that is very mathematical and whose full discussion is 
beyond the purpose of this book; however, it means roughly that the set of 
orthogonal functions can be used to approximate any given function within 
the defined interval as a linear combination thereof, such that its mean square 
error in the interval tends to zero in the "limit in the mean" sense as the 
number of orthogonal functions increases without limit. For the purpose of 
this book, only the salient properties of the Walsh functions are summarized 
here as definitions. 

We define the Walsh functions of order N as a set of N time functions, 
denoted {Wj(t); t E (O,T), j = 0, 1 , .  . . , N - I), such that 

Wi(t) takes on the values {+I, -1) except at the jumps, where it 
takes the value zero. 

Wj(0) = 1 for all j. 

Wj(t) has precisely j sign changes (zero crossings) in the interval 

(0, TI. 

Each function Wj(t) is either odd or even with respect to the mid- 
point of the interval. 

A set of Walsh functions consists of N member functions, and they are 
ordered according to the number of zero crossings (sign changes). In the 
functional notation of 

the first function Wo(t) has no zero crossings over the entire interval of 
(0, I ) ,  whereas Wl(t) has one zero crossing over the interval. Consider the 
functions shown in Figure 5.1, drawn on the interval (0, T).  They are clearly 
the Walsh functions of order 8 in view of the definitions given above: 



Figure 5.1 The Walsh functions of order 8. 
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0 All eight functions take on the values {+ 1, - 1). 

Every function starts with the value + l ;  that is, Wj(0) = 1 for j = 0, 
1, ... , 7. 

The integer index of Wj(t), j = 0, 1, . . . , 7, accounts for the number 
of sign changes that each function has. 

0 We observe clearly, for any pair, the orthogonality of the functions: 

where bjk is the Kronecker delta. 

0 The functions Wo(t), W2(t), W4(t), and W6(t) are even functions 
with respect to the midpoint of the interval, t = T/2, whereas Wl(t), 
W3(t), W5(t), and W7(t) are odd functions with respect to the 
midpoint t = T/2.  

We have not yet explained, however, the ways in which these Walsh 
functions can be constructed. We have confirmed merely that the functions 
shown in Figure 5.1 are Walsh functions. Once we know how to generate 
these Walsh functions of any order N ,  we can use them in N-channel 
orthogonal multiplexing applications. We will see shortly that the generation 
of Walsh functions is very easily accomplished in many different ways. 

The method of specifying the Walsh functions of arbitrary order 
N = 2 K ,  K = 1, 2,.  . . ; that is, the computation of Walsh functions, had been 
a problem of considerable difficulty from the time Walsh published his paper 
until the year when Byrnes and Swick [3] published the paper entitled Instant 
Walsh Functions. Until Byrnes and Swick's method had come along, there 
were several ways of producing (or computing) the Walsh functions: they 
could be obtained from the Rademacher functions [4, 53 and from the 
solution of a certain difference equation [6, 71. Whether from the Walsh's 
expression from the Rademacher functions (to be defined later) or from the 
difference equation, these conventional methods of computing the member 
functions of the Walsh function set of order N = 2K required knowledge of 
previously computed member functions in the set. 

Byrne and Swick considered the inherent symmetry properties of the 
member functions of the Walsh functions and came up with a method of 
specifying each and every one of the member functions of any order at sight, 
without recourse to previously computed functions. Their method enables us 
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to write down (or to generate or draw the waveform) "instantly" by loolung 
at the K-tuple binary representation of the index integer "j" of the Walsh 
function Wj(t) from the set of order N = 2K. This method is described next, 
after which other methods are discussed. 

5.2 Walsh Sequence Specifications (Instant Walsh Functions) 

If we convert the f 1 amplitudes of the Walsh functions to a binary logic 
(0, 1) representation with the conversions +1 + "0" and -1 + "1" and use 
the binary representations for the entire set of index integers j = 0, 1, . . . , 7 
for the eight Walsh functions of order 8 in Figure 5.1, then we can write 
down the eight Walsh sequences as shown in Table 5.1; that is, j + Wj , 
j = O ,  1 ,..., 7. 

When we consider a set of Walsh functions or sequences of order N = 
2K, we note that the sequences possess symmetry properties about K axes at 
T/2, ~ / 2 ~ ,  ... , ~ / 2 ~ ,  where T is the period (or interval) of the Walsh 
functions. Walsh functions have either even or odd symmetry about these 
axes. The axes are found in the order of T/2j for j = K, K - 1, .  . . , I ,  that 
is, ~ / 2 ~ ,  ~ / 2 ~ - l , . . .  , T/2. Consider an arbitrary Walsh sequence taken 
from the set of order N = 24 = 16: 

Table 5.1 The Walsh sequences of order 8 

Index 
integer j 

0 

1 

2 

3 

4 

5 

6 

7 

Index 

sequence 

0 0 0 

0 0 1  

0 1 0  

0 1 1  

1 0 0  

1 0  1 

1 1 0  

1 1  1 

Walsh sequences 

of order 8 = 23 
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The sequence has odd symmetry about the axis at ~ 1 2 ~  = ~ / 2 ~  = T /  16: 

The sequence has odd symmetry about the axis at T/8: 
T 

The sequence has even symmetry about the axis at T/4: 
21 

The sequence has odd symmetry about the axis at T/2: 

The type of symmetry is indicated in the index sequence written as a binary 
K-tuple for the index integer j, that is, j = (jl , j 2 , .  . . , jK). If jk = 0, the 
function has even symmetry about the axis at ~ / 2 ~ - ~ + ' ,  k = 1, 2,. . . , K; if 
jk = 1, the function has odd symmetry about that axis. The first entry in the 
sequence is always 0, as specified by the definition of the Walsh function; that 
is, Wj(0) = 1 or Wjo = 0 for all j. 

The Walsh sequence W13, which was observed above, can be analyzed 
as follows: In W13, the index sequence is (jl , j 2 ,  j3, j4) = (1, 1,0, 1). 
Now: 

jl = 1 implies that the symmetry is odd at axis TI16 

jz = 1 implies that the symmetry is odd at axis T/8 

j3 = 0 implies that the symmetry is even at axis T/4  

j4 = 1 implies that the symmetry is odd at axis T/2 

The sequence may now be written down, starting with 0, according to the 
above "symmetry command," as 
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which is the sequence that we started out with. 
Another observation on the symmetry properties of the Walsh 

functions is in order, which is useful in decoding the "Walsh codes" used in 
the reverse link orthogonal modulation in the IS-95 system. We continue to 
use the Walsh functions of order N = 2K = 24 = 16 in this illustration of the 
properties. Consider again the Walsh sequence WI3: 

As stated previously, the sequence has odd symmetry about the midpoint of 
the interval (0, T) ,  which is the axis at T/2. Call this axis aK = aq: 

The sequence has even symmetry about the midpoint of the subintervals 
defined above; namely, the midpoints of (0, T/2) and (T/2, T) ,  which are 
the axes at T /4  and 3T/4, respectively. Call these axes the set a ~ - 1  = a3 : 

The sequence has odd symmetry about the midpoints of the subintervals 
defined above; namely, the midpoints of (0, T/4), (T/4, T/2), (T/2, 3T/4), 
and (3T/4, T), which are the axes at T/8, 3T/8, 5T/8, and 7T/8, 
respectively. Call these axes the set a2 : 

The sequence has odd symmetry about the midpoints of the subintervals 
defined above; namely, the midpoints of (0, T/8), (T/8, T/4), (T/4, 3T/8), 
(3T18, T/2), (T/2, 5T/8), (5T/8, 3T/4), (3T/4, 7T/8), and (7T/8, T) ,  
which are axes at T/16, 3T/16, 5T/16, 7T/16, 9T/16, l lT/16, 13T/16, and 
15T/16. Call these axes the set a1 : 
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In general, the axes of symmetry can be found as follows: 

The Walsh functions have either even or odd symmetry about the 
midpoint of the interval (0, T),  which is the axis at T/2, called a ~ ,  

The Walsh functions have the same symmetry about the midpoints of 
the subintervals (0, T/2)  and (T/2, T), which are the axes at T/4 
and 3T/4, called the set a ~ - 1 .  

0 This process continues K times until the midpoints of the sub- 
intervals are T I N ,  3T/N, ... , ( N  - l )T /N ,  where N = 2K. This 
set of axes is called al,  and the symmetry about these axes is the same. 

The IS-95 system employs Walsh sequences (or functions) of order 64, 
and thus if we write down 64 sextuple index sequences, we can specify the 
entire set of 64 64-tuple Walsh sequences, based on instant Walsh function 
rules. Table 5.2 shows the Walsh sequences of order 64. The order in which 
the sequences are listed, in increasing order of the number of zero crossings, is 
different from that of the tables shown in the IS-95 system specification [I]. 
The sequences shown in the IS-95 documents are the Hadarnard sequences, to 
be discussed shortly. The Walsh sequences and the Hadamard sequences are 
identical except that they are listed in a different order. We show how to con- 
vert the order of Hadamard sequence listings to Walsh sequence order in a 
later section of this chapter. 

5.3 Walsh Function Generation 

The Walsh functions can be generated (or computed) by many methods [8]. 
We can construct the Walsh functions by: 

Using Rademacher functions [9], as shown shortly; 
Using Hadamard matrices; 
Exploiting the symmetry properties of Walsh functions themselves. 
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Table 5.2 Walsh functions of order 64 (indexed by zero crossings) 
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Table 5.2 Walsh functions of order 64 (continued) 

The Walsh functions are indexed according to the number of sign changes 
(zero crossings), which range from 0 to N - 1, and the index can be 
represented by a binary K-tuple, where K = log2N. The binary representa- 
tion for the entire set of index integers between 0 and 2K - 1 is expressed by 

! 
the K-tuple 

Let us now represent the K-tuple index-sequence of (5.1) as the K-component 
index sequence { X j  ; j = 0, 1,. . . , 2K - 1) as 

X, = ( xjl, xj2 , X ~ K )  

and the corresponding Walsh sequence as 

where wjo = 0 for all j, and wj, = 0 or 1 for n = 1, 2, . . . , N - 1. In this 
notation, we can show a list of Walsh sequences of order 16 in Table 5.3. 

We wish to distinguish the functions and the sequences in our presenta- 
tions as we have done in the preceding paragraphs. Communications 
engineers have long been familiar with the concept of equivalence between 
logical operations using 0s and Is and binary waveform modulation using 
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Table 5.3 Walsh sequences of order 16 

'L+177 and "- 1," and between waveform multiplication, denoted by 8 and 
the modulo-2 addition, denoted by $ , corresponding to the same operations 
in system analysis. The distinction is really based on the law of combination 
between the elements within the set of functions or sequences that are defined 
under a suitable mathematical operation. To clarify this point and also for 
the purpose of later use in connection with the generation of Walsh functions 
or sequences, we will be a bit formal about the characterizations of the Walsh 
functions and Walsh sequences. 

The Walsh functions, expressed in terms of * 1 values, form a group 
under the multiplication operation (multiplicative group); whereas the Walsh 
sequences, expressed in terms of (0, I) values, form a group under modulo-2 
addition (additive group). We review the definition of a group first, and then 
observe the properties of the Walsh functions and the Walsh sequences. 
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Definition. A group G is a set (ensemble) of objects, say {a, b, c, . . . , y), 
for which a mathematical operation, which we will denote by "*" for the 
time being ("*" will be either "+" or " - "), satisfies the following four 
properties: 

Closure property. G is closed under operation "*"; that is, if a E G 
and b E G, then a*b is also found in G (a*b E G). 

Associative law. For any three elements in the set, the associative law 
is satisfied; that is, for any a, b, c E G, the relation (a*b)*c = 

a*(b*c) holds. 

Identity element. The set has an "identity element," such that for any 
element a E G, the relation a*(identity element) = a holds. 

Inverse element. Every element in the set has an "inverse element" in 
the set as well; that is, for every a E G, there is an inverse element 
such that the relation a*(inverse element) = (identity element) holds. 

We now need to specify the mathematical operation that we denoted as "*." 
When we identify "*" to be the multiplicative operation, the Walsh 

functions, such as those shown previously in Figure 5.1 for the order N = 8, 
form a group under that multiplicative operation. The "closure property" is 
certainly satisfied, because when two Walsh functions are multiplied, say 
W3 (t) . W5(t), we see the result of Ws(t). 

The satisfaction of the associative law by the Walsh functions is trivially 
evident. The identity function (element) is Wo(t) for any order N, for when 
we multiply any Walsh function by Wo(t), the result is that same function. 
Every function itself is its inverse element, since when we multiply a function 
by itself, we obtain W,2(t) = Wo(t), the identity (element) function. 

Now, if we define the operation "*" to be modulo-2 addition 
arithmetic, the Walsh sequences, not functions, form a group under that 
operation. Again, the defining four properties of the additive group are 
observed to be satisfied by Walsh sequences. The identity element is the all- 
zero sequence Wo, and because Wj @ Wj = Wo, every sequence has an 
inverse sequence (element), which is itself. 

We see therefore that the Walsh functions {Wj(t)) form a group under 
multiplication, while the Walsh sequences {Wj) form a group under modulo- 
2 addition: 

w, (t) Wj(t) = Wr(t) (5.5) 
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The same statement is true of their corresponding index functions or 
sequences, so that Xi (t) - Xj(t) = X, (t) and Xi @ Xj = X, . 

Example 5.1 The Walsh sequences of order 8 form a group under modulo-2 
addition. We observe the following example of the closure property: 

From here on we use the terms Walsh functions and Walsh sequences syn- 
onymously in the sense that they mean the same thing. We at times call the 
sequences functions, although the waveform functions are not called sequences. 

5.3.1 Walsh Function Generation Using Rademacher Functions 

Many ways of specifying the Walsh functions have been suggested over the 
years. As mentioned earlier, the Walsh functions as defined originally by 
Walsh [2] are ordered according to the number of sign changes or zero- 
crossings. Harmuth [6] showed a system of difference equations to specify the 
higher orders of Walsh functions in a given set of Walsh functions. In this 
section, we consider a method of generating Walsh functions using Rade- 
macher functions. Other methods of generating Walsh functions are con- 
sidered in later sections. 

Rademacher functions {R,(t); t E (0, T), n = 0, 1, . . . , log2N ) are a 
set of 1 + log2N orthogonal functions consisting of N = 2K rectangular 
pulses that assume alternately the values +1 and -1 in an interval of (0, T), 
except at jumps, where they take on the value 0 [9, 101. The Rademacher 
functions with N = 24 = 16 pulses are shown in Figure 5.2, along with the 
sequence representations of the functions in the logical elements (0, 1). The 
Rademacher functions {R,(t)) can also be defined by the relation 

R,(t) = sgn(sin 2%t), t E (0, T), n = 1, 2, . . . , logaN = K (5.7) 

where Ro(t) 1 and 
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Figure 5.2 Rademacher functions with N = 2K = 24 = 16 elements. 

-1 forx < 0 

1 for x > 0 

The way Rademacher functions are constructed is as follows: 

Let Ro(t) be the function with the value 1 for the entire interval of 
duration T: Ro(t) = 1. 
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To obtain Rl (t), divide the interval (0, T) in half, and let the value of 
Rl (t)  in the first half of the interval be 1 and in the second half of the 
interval, -1: 

1, t E (0, TI21 
-1, t E (T/2, T )  

0, t = 0, T/2, T 

To obtain R2(t), divide each of the intervals (0, T/2) and (T/2, T )  
in half and let the value of the function in the first half of each 
interval be 1 and in the second half of the interval, - 1: 

1, t E (0, T/4) and t E (T/2, 3T/4) 
-1, t E (T/4, T/2) and t E (3T/4, T) 

0, t = 0, T/4, T/2,3T/4, T 

Repeat the previous steps log2N times until each subinterval is a 
single-pulse element. 

The definition given in (5.7) for Rademacher functions says that a single-cycle 
square wave, following in the pattern of a sinewave, is drawn into each 
interval of length T ,  T/2, ~ / 2 ~ ,  . . . , T/2,, , . . , ~ 1 2 ~ .  The Rademacher 
functions of N = 2K elements (pulses) account for K + 1 = log2N + 1 of the 
N Walsh functions of order N ,  but the designation of Rademacher function 
R,(t) has nothing to do with the relationship between the number of zero 
crossings and the index n. We now take up the subject of generating the 
Walsh functions using products of the Rademacher functions {R, (t)). 

The Walsh functions are developed as products of the Rademacher 
functions, based on the Gray code conversion of the Walsh function index 
sequence. The Gray code consists of N binary sequences, and each sequence 
is represented by K = log2N bits. The conversion of the index sequence 
Xi = (xil, xi2, ... , xiK) to the Gray code Gi = (gill gi2, ... , giK) is done 
as follows: 

gal = Xi1 (5.9a) 

If we convert the index i, represented by the K-tuple sequence, to the corre- 
sponding Gray code by the rule of (5.9), the Gray code sequences show that 
the previous and following sequences (the adjacent sequences) differ in exactly 
one bit position. 
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and we obtain G13 = (1 0 1 1). The remainder of the Gray code for K = 4 
can be found by the rule, and the result is shown in Table 5.4. 

Table 5.4 Gray code for K = 4 
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To generate the set of Walsh functions of order N = 2K as products of 
the Rademacher functions in the set 1% , R1, Rz, . . . , R K ) ,  perform the 
following steps: 

1. Write the Walsh function index i of Wi in binary K-tuple form as the 
index sequence Xi = (xil , xi2,. . . , xiK), xij E (0, 1). 

2. Convert Xi to the corresponding Gray code: Xi + Gi . 
3. For each Gray code element, associate a Rademacher sequence 

according to the rule, gij * RK+l-j; that is, associate gil with R K ,  
gi2 with RK-i ,. . . , g i ~  with 7E1. 

4. The Walsh function Wi(t) is formed as the product of Ro(t) and the 
Rademacher functions {Rj(t)) that are associated with nonzero 
elements of Gi ; that is: 

- . . x [Rl (t) if g i ~  = 11 (5.11b) 

The Walsh sequence Wi is formed as the modulo-2 sum of 7& and 
the Rademacher sequences {Rj) that are associated with nonzero 
elements of Gi ; that is: 

Example 5.3 Find the Walsh function W13(t) of order N = 16 as the 
product of Rademacher functions. 

Solution: In the previous example, we found that G13 = (1 O 1 1). 
Therefore, the Walsh function W13(t) is the product W13(t) = 
& (t) . R4(t) - R2(t) R l  (t) and the Walsh sequence W13 is the modulo-2 
sumW13=7&@7Z4@7E2@R1: 
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The entire set of Walsh sequences for N = 16 is shown in Table 5.5 as 
modulo-:! sums of Rademacher sequences. 

5.3.2 Walsh Function Generation Using Hadamard Matrices 

The Hadamard matrix [ l l ,  121 is a square array of plus and minus ones, 
{+I, -11, whose rows and columns are mutually orthogonal. If the first row 
and first column contain only plus ones, the matrix is said to be in normal 
form [Ill. We can replace "+I" with "0" and "-1" with "1" to express the 
Hadamard matrix using the logic elements (0, 1). The 2 x 2 Hadamard 
matrix of order 2 is 

If HN is an N x N Hadamard matrix, then 

where IN is the N x N identity matrix. If N 2 1 is the order of a Hadamard 
matrix, then N = 1, 2, or 4t ,  where t is a positive integer. If Ha and Hb are 
Hadamard matrices of order a and b, respectively, then Ha x Hb = Hab , the 
Hadamard matrix of order ab, when Ha x Hb is found by substituting Hb for 
+1 (or logic 0) in Ha and -Hb (or the complement of Hb) for -1 (or logic 1) 
in Ha. Consequently, if N is a power of two and it is understood that 
HI = [ +1] = [ 0 1, then HgN can be found as follows: 
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Table 5.5 Rademacher sequence construction of Walsh sequences 

where HN is the negative (complement) of HN. Hadamard matrices of order 
N = 2t can be formed by repeatedly multiplying the normal form of the 
N = 2 Hadamard matrix by itself. 

Example 5.4 Construct the normal form of the order N = 24 = 16 Hada- 
mard matrix. 

Solution: 
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Let us express the Hadamard matrix of order 16 shown in (5.16) as 
binary sequences { H i )  for its rows, with the row number i acting as the 
index, as shown in Table 5.6. 

All the row and column sequences of Hadamard matrices are Walsh 
sequences if the order is N = Y. There is a difference, however, between the 
Walsh function representation and the Hadamard function representation in 
that neither the row nor the column index of Hadamard functions is related 
to the number of sign changes (zero crossings), as was the case for Walsh 
functions. Clearly the Walsh functions generated by the Hadamard matrix 
method are not indexed according to the number of sign changes. A method 
of converting their ordering is desirable. 

The number of sign changes in Walsh function Wi( t )  is i, given in 
binary notation by the index sequence Xi = (x i l  , x i 2 ,  . . . , x i K ) .  The row 
of the Hadarnard matrix that equals the Walsh sequence Wi may be indexed 
by the binary sequence Ci = (cil , c i2 , .  . . , c i K )  The relation between the 
elements of Xi and Ci is given by the following transformation [13]: 
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Table 5.6 Rows of the degree 16 Hadamard matrix 

Rows of H16 as sequences 

H O = O O O O O O O O O O O O O O O O  

Example 5.5 Consider the Walsh sequences of order N = 16 = 24 and find 
the row of the Hadamard matrix H16 that corresponds to W7. 

Solution: Because X7 = ( 0  1 1 l), we have 
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Because C7 = (c7,i, ~ 7 , 2 ,  c7,3, c7J = (0 0 1 O), the second row of HI6 is 
W7, that is, H2 = W7 , as can be seen by comparing Table 5.6 with Table 5.3: 

The ordering for the remainder of the functions can be found similarly, and 
the result is shown in Table 5.7. 

The table of "64-ary Walsh functions" given in IS-95 [I, p. 7-17], as 
pointed out previously, is actually a list of Hadamard sequences and the order 
of the sequences is related to that of Walsh functions as shown in Table 5.8. 

The transformation of Walsh binary index sequences to find Hadamard 
matrix binary row number sequences, as described by (5.13, can be expressed 
in matrix notation as 

in which the summation involved in performing the matrix multiplication of 
the vector is understood to be modulo-:! summation. 

We have presented the Walsh sequences of order N = 2K as binary N- 
tuples. By binary we meant that the components of the sequences assume a 
value from the finite field (0, 1). What is a finite field? When we describe 
the algebraic structure of sequences or codes, we need some fundamental 
understanding of such terms as "finite field," "vector space," "subspace," and 
"linear dependence and independence." So, before we proceed further with 
the main topics of this section, let us pause here and review definitions of 
those terms for use in succeeding discussions. 

5.3.3 Finite Fields 

A finite field is a finite set of elements with two operations: addition and 
multiplication. Afinitefield of elements q is also called a Galoisfield of elements 
q, denoted by GF(q). Galois fields are named after the French math- 
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Table 5.7 Hadamard matrix rows corresponding to Walsh sequences 

Walsh 

index 
I Hadamard 

ematician ~bariste Galois (1811-1832) who made major contributions to the 
theory of equations. He died at the age of 20, shot in a duel. 

The operations performed on the inverse elements of fields imply two 
further operations, subtraction and division. Thus, the finite field GF(q) 
consists of q elements that can be added, subtracted, multiplied, and divided 
almost like those employed in arithmetic operations with real and complex 
numbers. The rules of operations under addition "+" and multiplication " . " 
must satisfy the following conditions: 

C1 C 2  C 3  C4 

0 0 0 0  

1 0 0 0  

1 1 0 0  

0 1 0 0  

0 1 1 0  

1 1 1 0  

1 0 1 0  

0 0 1 0  

0 0 1 1  

1 0 1 1  

1 1 1 1  

0 1 1 1  

0 1 1 0  

1 1 0 1  

1 0 0 1  

0 0 0 1  

row 

0 

8 

12 

4 

6 

14 

10 

2 

3 

11 

15 

7 

6 

13 

9 

1 
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Table 5.8 Walsh functions of order 64, as indexed in IS-95 (Wi is the Walsh notation, and Hi 
is the Hadarnard notation) 
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Table 5.8 Walsh functions of order 64, as indexed in IS-95 (continued) 

1. The field is closed; that is, the sum or product of any two elements in 
GF(q) is also in GF(q). 

2. The field always contains a unique additive dentity element 0 and a 
unique multiplicative rdentity element 1, such that a + 0 = a and 
a . 1 = a for any element a E GF(q). 

3. For every element a ,  there is a unique additive inverse element -a 
such that a + (-a) = 0, and for a # 0, there is a unique 
multiplicative inverse element, denoted a-', such that a .  a-I  = 1. 
Thus, the inverse operations, subtraction ( - ) and division ( t ) are 
defined by 

a - @ = a + (-P) for any a ,  p E GF(q) (5.19a) 

where -p is the additive inverse element of P and is the 
multiplicative inverse element of P. 

4. For each operation on elements a ,  p, 7 E GF(q), the following rules 
apply: 

a + ( P + y )  = ( a + P ) + Y  (associative law) (5.20a) 

a m ( P . 7 )  = ( ~ 4 . 7  (commutative law) (5.20b) 

a . ( P + r )  =a .P+a.-y  (distributive law) (5.20~) 
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From this definition of a field, we see that the set of all real numbers and the 
set of rational numbers under ordinary arithmetic operations are examples of 
fields. Their elements obey the rules of ordinary addition and multiplication, 
and conform to the four conditions of the field definition. The set of real 
numbers equal to or greater than zero, and the set of all integers under 
ordinary arithmetic, are not fields. 

The number of elements in a field is called the order of the field, and the 
field GF(q) having a finite number of elements, q, is of interest to us. For 
example, GF(5) is a finite field containing the set of five elements 
(0, 1, 2, 3, 41, which constitute a legitimate field under the rules of modulo-5 
addition and multiplication operations. In GF(q), operations on integer 
elements are modulo-q addition and multiplication. The addition and multi- 
plication tables of GF(5) are given in Table 5.9. 

Observe that GF(5) = (0, 1, 2, 3, 4) contains the additive identity 
element 0 and the multliplicative identity element 1. The field is closed. For 
example, 2 + 3 = 5 = 0 mod 5 and 2 . 3  = 6 - 1 mod 5. The unique additive 
inverse elements for (0, 1, 2, 3, 4) are observed from the addition table in 
Table 5.9 to be (0, 4, 3, 2, I) ,  while the unique multiplicative inverse 
elements for the nonzero elements (1, 2, 3, 4) are observed from multiplica- 
tion table in Table 5.9 to be (1, 3, 2, 4). 

In a "prime field" GF(q), q must be a prime number. A finite field 
GF(pm) exists for any pm, where p is a prime number greater than 1 and m is 
an integer. In the prime field GF(p), the additive identity element 0 and the 
multiplicative identity element 1 are contained such that 

1 + 1 + 1 + - . . + $ = O m o d p  ., 
p times 

Table 5.9 Addition and multiplication tables for GF(5) 
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For example, in GF(5), 1 + 1 + 1 + 1 + 1 = 0 mod 5, and 1 + 1 = 0 mod2 in 
GF(2). That is, the smallest number of times for which the multiplicative 
identity can be summed to give the additive identity is called the characteristic 
of the field. Thus, the characteristic of GF(5) is 5, and the characteristic of 
GF(2) is 2. We return to this topic later when we discuss the generation of 
pseudorandom sequences and make extensive use of the fact that the char- 
acteristic of GF(pm) is p. 

The simplest finite field of the form GF(pm) with m = 1 is GF(2); it is 
called the prime field and is of much practical interest, as we will see. The 
addition and multiplication tables for GF(2) are given in Table 5.10, in which 
the special symbol CB is used to denote modulo-2 addition. 

If m is greater than 1, GF(pm) is an extension field constructed as an 
extension of the prime field GF(p). For example, GF(25) = GF(52) and 
GF(8) = GF(23) are extension fields. We return to the subject of extension 
fields when we discuss pseudorandom sequence generation in Chapter 6 and 
coding theory in Section 5.9. Unless otherwise indicated, in our notations 
GF(Q) and GF(pm), we mean that q = pm and q = p for m = 1, which is the 
case of a prime field. 

5.3.4 Vector Spaces 

In the mathematical description of sequences and codes, the concept of vector 
space plays an important role. The reader is familiar with the representation 
of vector v in two- or three-dimensional Euclidean space as the projections of 
v onto coordinate axes, and the vector is visualized as a line in the coordinate 
system. The familiar geometric vectors in two- or three-dimensional coor- 
dinate systems provide an intrinsic concept of the vector space that we define. 

We interpret a vector in n-dimensional Euclidean space as a directed 
line and represent a vector v as an enumeration of its coordinates 
(vl , v2,. . . , vn). The concept of a vector space V over a field F is now 

Table 5.10 Addition and multiplication tables for GF(2) 
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defined as follows: a set V is called a vector space and its elements are called 
vectors {v,). The elements belonging to field F are called scalars. A vector 
space V over a field F produces a set of vectors and a set of scalars under the 
operations of addition and multiplication in a mathematical system of the 
family of geometric vectors in real numbers and in ordinary algebra. Vectors 
can be added (vector addition) and a scalar can multiply a vector (scalar 
multiplication). The addition of any two vectors u and v in V, that is, u + v, 
produces a vector that is also found in V. The multiplication of a scalar v in 
F by a vector v in V, that is, v . v, is also found in V. The results of both 
vector addition and scalar multiplication are always found in V because of the 
closure properties of groups and fields. We can state the definition of vector 
space more formally in what follows. 

A vector space V over afield F is a set of elements, called vectors, which 
must satisfy the following properties: 

0 The vectors form a commutative group under vector addition. 

0 The distributive law applies, so that v(u  + v) = v u  + vv and 
(v + y ) u  = v u  + y u  for any u, v E V and v, y E F. 

0 The associative law applies, such that (vy)u = v(yu),  for any u E V 
andv, y E F. 

0 For the multiplicative identity element, 1 E F, it follows that 1u = u 
for any u E V. 

Note that there are two identity elements in vector space. The scalar field F 
has both the additive identity element 0, a scalar element, and a multiplicative 
identity element 1, also a scalar element. Because the vectors in V form a 
commutative group under the addition operation, there is an identity 
element, called the zero vector, that is 0, such that u + 0 = 0 + u = u for 
any u E V. In other words, there are two identity elements, 0 and 0, a vector 
and a scalar, respectively. 

Consider an ordered sequence of n symbols as a vector with n 
components: 

The sequence is an n-tuple over the field GF(2). The set of all 2" possible n- 
tuples is called a vector space over GF(2), and we can denote it as V,. 
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Example 5.6 For n = 3, the vector space V3 over GF(2) contains the 
following vectors: 

The addition and scalar multiplication operations of a binary n-tuple by 
a symbol over GF(2) are defined as follows: Given the scalar v, Cl = 
(~117 ~ 1 2  7 7 cln)? andC2 = (~217 ~ 2 2 , .  . . 7  ~2n): 

The concept of subspace needs to be defined. A set S of Vn is called a 
subspace if 

0 The all-zero vector (0, 0, . . . , 0) is in the set S, and 

The sum of any two vectors in S is also in S (closure property). 

Example 5.7 Consider the following vectors constituting a subspace of V4: 

s = P o ,  c 1 7  c 2 ,  C3) 
where 

co = (0 0 0 O), c1 = (0 1 0 I),  

C2 = (1 0 1 O), c3 = (1 1 1 1) 

A simple check reveals that S satisfies the definition of subspace given above. 

Consider the vectors Cl , C 2 , .  . . , CK in Vn. A linear combination of 
these K vectors is another vector of the form 

~1 Cl + ~ 2 C 2  + ' ' + VKCK , vi E GF(2) 

A set of vectors is said to be linearly dependent if and only if there are scalars 
v1, v2,. . . , UK , not all zero, such that 

yC1 + v ~ C ~ + . - . +  vKCK = 0 
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The set of vectors {Cl , C 2  , . . . , CK) is said to be linearly independent if, 
whenever the above equation holds, it follows that 

That is, if the vectors Cl , C 2 ,  . . . , CK are linearly independent, their linear 
combination cannot be identically zero unless the multiplying scalars are all 
chosen to be zero. A set of vectors is said to span (generate or determine) a 
vector space if every vector in the vector space is obtainable as a linear 
combination of the vectors in the set. 

Example 5.8 Consider the following set of vectors: 

We see that the vectors {Cl , C 2 ,  C3, C4) are linearly independent. Any 
vector in V4 is a linear combination of this set of vectors, and hence the 
vectors Cl , C 2 ,  C3, C4 span the vector space V4. 

In any vector space or subspace, there exists at least one set of linearly 
independent vectors that span the space. This set is called a basis of the vector 
space, and the number of vectors in the basis set is called the dimension of the 
vector space. Thus, the dimension of the vector space is the number of 
spanning vectors that can be used to generate the space-all vectors-by linear 
combinations thereof. For our applications here and in the sections to come, 
a matrix representation of a vector space is discussed briefly. In the example 
above, we showed four linearly independent vectors {Cl , C 2 ,  C3, C4) that 
could serve as the basis vectors to span the vector space comprising 24 = 16 
vectors as linear combinations thereof. We therefore need to specify all 16 
possible combinations of scalars (al , a2 , a s ,  aq) from the field GF(2) to 
space V4: 
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We write the matrix form of u more compactly as 

where the matrix multiplication of the 1 x 4 row vector a times the 4 x 4 
matrix G yields a 1 x 4 row vector u. In this connection, we can now call 
the matrix, whose rows are the set of basis vectors for the vector space, a 
generator matrix. With a generator matrix, we can generate the entire set of 24 
vectors in the vector space-all the quadruple vectors-by specifying all Z4 
quadruple combinations of the scalars (al , a2 , as , a4), ai E GF(2), i = 1, 2, 
3, 4. In this example, we have chosen four linearly independent vectors as 
basis vectors, which happen to be in the form of a 4 x 4unit (identity) 
matrix. Any four linearly independent vectors can serve as the basis vectors, 
and therefore as rows of the generator matrix. 

5.3.5 Walsh Function Generation Using Basis Vectors 

It is now clear that the Walsh sequences (functions) of order N = 2K form a 
K-dimensional vector space over GF(2) when we examine the Walsh 
sequences given in the tables and figures presented previously (that is, Tables 
5.1 and 5.9, and Figure 5.1). In other words, all the N-tuple Walsh sequences 
of order N = 2K can be spanned by a set of K linearly independent basis 
sequences (vectors). Therefore, it is a matter of finding a suitable set of K N- 
tuple Walsh vectors to form a K x N generator matrix, so that we can 
generate (span) the entire set of the Walsh vectors (sequences) by specifying 
the 2K K-tuple index vectors (sequences) in GF(2). 

If the Walsh sequences are to be generated in the order according to 
the ascending numerical order of their binary index sequences, the generator 
matrix is easily specified. The Walsh sequences whose index vectors, 
Xi = (xil , xi2 , . . . , xiK), have a single 1, as in (0, 0, 1, 0, . . . , 0), will be the 
rows of the generator matrix. Such index vectors (sequences) form the rows 
of a K x K unit matrix, and the corresponding K row sequences of N-tuple 
Walsh vectors are linearly independent so that they can be used as basis 
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vectors in the generator matrix. Index sequences that have a single 1 in the 
K-tuple correspond to indexes that are powers of 2. 

Example 5.9 Walsh sequences of order N = 24 = 16. The generation of 
Walsh sequences can be accomplished in accordance with (5.25): 

where X j  is the index sequence of W j  and Gw is a generator matrix. Because 
the index sequences X8 , X 4 ,  X 2 ,  and X1 all have a single 1 in their K-tuples 
(each being a sequence of weight 1)) we can specify the corresponding four 
Walsh sequences as the row vectors of the generator matrix Gw: 

so that 
0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0  

Gw = [ 0 0 1 1 1  1 0 0 0 0 1 1 1  1 0 0  (5.27b) 
0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0  
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1  I 

To find W13 , we simply compute the matrix multiplication 

The operation indicated by (5.27~) can be generalized with a hardware or 
software implementation to generate the Walsh sequence that is commanded 
by any index vector. To see this, let us denote an arbitrary index vector as 
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Then W = X G w  

We can have a K-stage index sequence register that is connected to an 
N-stage sequence register as mappings of K-tuple index vectors {Xj) to N- 
tuple Walsh vectors {Wj). Figure 5.3 shows a scheme using shift registers for 
the generation of Walsh functions. This scheme is rooted to the discovery of 
the instant Walsh function [8]. The shift registers in Figure 5.3 are controlled 
by clock pulses; at each clock pulse of duration T seconds, the contents of the 
"index register" can be replaced with a new one (shifted in at K times the 
clock rate), while the contents of the "sequence register" can be read out at 
the speed of N times the clock rate [14]. 

We can also generate the Walsh sequences by using the Rademacher 
sequences as the rows of a generator matrix. If the index sequence is 
convened to a Gray code, the Walsh sequence indexing will be the same as 
before. Thus 

generates the Walsh sequences, where Gi is the Gray codeword for the index 
vector Xi and GR is a K x 2K generator matrix whose rows are the 
consecutive K Rademacher sequences: 

Index register 

X i  
b X ~ K  Xi .K-1  ----- 

X i  1 

0 always 
is stored 

Sequence register 

Figure 5.3 Walsh sequence generator using shift registers. 
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Example 5.10 Walsh sequences of order N = 16 = 24 = 2 K .  The generator 
matrix using Rademacher sequences is 

Find WI3. 
Solution: Because XI3 = (1 1 0 1) + G13 = (1 0 1 I), and 

Another way of generating the Walsh sequences is to use a generator 
matrix formed from the set of Hadamard sequences. We noted previously 
that the Hadamard sequences are in fact Walsh sequences not listed in order 
of increasing numbers of zero crossings, but the index conversions were 
simply related to a Gray coding as shown in (5.18). 

Consider the Walsh sequences of order N = 16 = 24 = 2K again, and 
let us construct the generator matrix GH based on the basis vectors chosen 
from the Hadamard matrix. What we need to do is to generate the Hadamard 
sequences using a generator matrix formed from a selection of a set of basis 
vectors. The sequences generated this way are the Hadamard sequences, 
which we will call Walsh sequences with the understanding that the sequence 
designation with an index notation is different from the actual designation for - 

the number of zero crossings. Now, let us pick the sequences from the 
Hadamard sequences of order N = 16 = 24 = 2K corresponding to the index 
vectors ( j l  , j 2 ,  j 3 ,  j 4 )  with weight 1, to form a generator matrix G H  . 
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The second row of GH is H4 = 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 (5.29a) 

Note that these are the Rademacher sequences R 1 ,  R2, R 3 ,  and R 4 ,  
respectively. Therefore, the generator matrix is 

From this matrix we can find any of the Hadamard sequences of order 16, 
say, Hg . The index vector of Hg is X13 = (1 0 0 I) ,  and thus 

We have shown several ways of computing or generating the Walsh se- 
quences through the technique of generating matrices. The generating matrix 
is a set of row vectors that are linearly independent, which serve as basis 
vectors to generate (span) the rest of the sequences. The generator matrix was 
shown to consist of K row vectors in a system of N = 2K Walsh sequences 
(vectors), and the matrix can be constructed using K Walsh sequences, 
Rademacher functions, or Hadarnard sequences. 

The reason we are interested in the Walsh sequences is that the IS-95 
system employs Walsh functions in the forward link for multiplexing the 
many different forward link channels, while Walsh sequences or Walsh code- 
words are used in the reverse link for power-efficient orthogonal modulation 
purposes. We now discuss the principles of orthogonal multiplexing, and 
then show some examples to appreciate clearly how each channel can recover 
the signal that was transmitted for each channel by the transmitter through 
the multiplexing scheme. 
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5.4 Orthogonal Walsh Functions for CDMA Applications 

We have seen that the set of Walsh functions are mutually orthogonal over 
one period of the functions. Now we show how this property applies to 
orthogonal multiplexing applications [15], such as signaling on the forward 
link of the IS-95 cellular system [I]. 

5.4.1 Walsh Functions Used in the Forward Link 

When we observe the CDMA forward link channel format, namely the pilot 
channel, sync channel, paging channels, and the traffic channels, we see that 
each channel's information symbol is modulo-2 added to a distinct, periodic 
Walsh sequence of order 64, before spreading by I- and Q-channel PN 
sequences (discussed in detail later). Modulo-:! additions of (0, 1) binary 
sequences are, of course, equivalent to multiplications by f waveforms 
(functions), as we have discussed previously. These Walsh functions are pre- 
cisely synchronized with the information sequence of each channel. 

Consider the traffic and paging channels, diagrammed in Figures 4.17 
and 4.15, respectively. The coded symbols of the traffic and paging channels 
arrive at the modulo-2 adder at the rate of 19.2 kilosymbols per second (19.2 
ksps), and each symbol's epoch is precisely synchronized with the beginning 
of the Walsh sequences, which run at 64 times the symbol rate, or 1.2288 
Mcps. Thus, each coded symbol covers all of the 64 chips of one entire 
period of the Walsh sequence. The synchronization channel, diagrammed in 
Figure 4.13, differs in that the coded symbol rate is 4.8 ksps, and hence each 
symbol covers four periods of the Walsh sequences. In this sense, the Walsh 
functions, or sequences, are used as channel-distinct identification sequences. 

The Walsh-covered channels are then further processed (spreading and 
filtering) before being combined with carrier modulation for transmission. 
At the receiving end, the mobile station, after despreading operations the 
intended channel symbol is recovered by correlation with the designated 
Walsh sequence. 

Let us consider dik, the kth data symbol of the ith mobile user, and see 
how the intended signal can be recovered for each of the M mobile stations. 
Let 

Si (t) A signal intended for mobile station i = dix Wi(t) 
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where E, is the data symbol energy, T, is the data symbol period (also the 
Walsh symbol period for the symbol rate of 19.2 ksps), and Wi(t) denotes the 
ith Walsh function. In the absence of PN spreading and filtering, the total 
forward link baseband waveform Stot(t) then can be formulated as 

At the ith mobile station, the receiver is synchronized to correlate the 
incoming total base station transmitted signal Stot(t) with its assigned Walsh 
function Wi ( t )  , based on the principle that 

Thus at the ith mobile station, as illustrated in Figure 5.4, all signals are 
rejected except the one intended for mobile i, because of the orthogonality of 
the Walsh functions: 

dik Wi ( t )  Wi ( t )  dt 

+a T, if the kth symbol is logic O 

T, if the kth symbol is logic 1 
(5.3Od) 
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Figure 5.4 Principle of symbol recovery by Walsh function correlation. 

Example 5.11 The IS-95 forward link uses orthogonal multiplexing of the 
various channel signals by exploiting the orthogonality of the set of Walsh 
functions of order 64. We now consider an example using Walsh functions of 
order 8 to illustrate the concept and show the principles involved. Let the 
eight f 1 Walsh functions of order N = 8, {Wi(t), i = 0, 1,. . . , 71, be 
multiplied by different constants (symbol values), idik , i = 0, 1, . . . , 7; 
k = 1, 2,.  . . .). That is, the values of the kth information symbol of the 8 
individual channels are assumed to be as follows: 

Let the duration of a Walsh chip be denoted T, ; each of the eight channel 
symbols of (5.31) is to be multiplied by a different Walsh function of order 8, 
such as those shown previously in Figure 5.1, and then summed (multiplexed) 
for transmission. The situation is depicted in Figure 5.5, and the waveform 
details for each channel are shown in Table 5.11. The total signal Stot(t) in 
Table 5.11 and Figure 5.5 denotes the sum of all eight active channel signals in 
sychronism, and it is   lotted in Figure 5.6, along with a typical Walsh 
function, W7(t), "assigned" to channel number eight. In a real situation, the 
combined total signal StOt(t) is further processed, including modulation by a 
suitably chosen carrier waveform in the 800-MHz band for a cellular system 
or in the 2-GHz band for a PCS system. For illustration purposes, we omit 
carrier modulation. 

At mobile station receiver i, a correlation operation is to be performed 
as illustrated previously in Figure 5.4. The objective of each mobile station is 
to recover its data symbol value dik through the indicated correlation 
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Figure 5.5 Example of Walsh function orthogonal multiplexing, N = 8. 
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Table 5.1 1 Details of Walsh multiplexing example of Figure 5.5 

Figure 5.6 Total multiplexed signal for the N = 8 example, compared with W7(t) for 
t E (0, T, = 8Tc). 
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operation. In other words, each mobile station's receiver multiplies the 
received total signal Stot(t) by its assigned Walsh function Wi(t) to recover 
the data transmitted by the base station transmitter. Mathematically, the 
correlation operation, as indicated by (Mod), is performed to recover the 
channel symbol data. This operation for N = 8 example is depicted in Table 
5.12, in which the first column denotes the multiplicative operation between 
the total received waveform Stot(t) and the Walsh function of each data 
channel, Wi(t), i = 0,1,.  . . , 7 .  Note that Table 5.12 shows clearly the 
recovered channel data Idik, i = 0,1,. . . , 7 )  for the kth symbol; the results of 
the correlation given in the last column of the table are the transmitted data 
values assumed in Figure 5.5. This example illustrates the basic concept of 
orthogonal multiplexing. 

Note that for the orthogonal multiplexing system to work, we must 
ensure that a perfect epoch synchronization between the received total signal 
waveform and the locally generated Walsh waveform is established for each 
mobile, so that the orthogonality properties can be exploited among the 
waveforms, regardless of the location of each mobile station. The epoch 
synchronization is ensured in the IS-95 system irrespective of the location of 
the mobile stations because the Walsh function epochs are always re- 
synchronized every even second of time. This means that once the system 
timing is known to the mobile station through synchronization with the pilot 
signal, the propagation delay related timing offset does not destroy the epoch 
synchronization between the received signal and the local Walsh function, no 
matter where a  articular mobile station is located. This argument is, of 
course, based on the assumption that there is always a direct propagation path 
for the signal. However, in reality all the received forward link waveforms 
are reflected multipath signals, and the system is able to select among these 
~ a t h s  for the Walsh processing described above. We consider this topic in 

Table 5.12 Multiplying S t O t ( t )  by different Walsh functions for channel information recovery 
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detail when we discuss path diversity, known as Rake receiver combining. 
Suffice it to say that, once the synchronization is established between the 
local Walsh function signal and the total received signal, be it a direct or 
reflected indirect path, the orthogonality properties are ensured between 
them as long as the transmitter side transmits the Walsh function mutliplexed 
signal at known time instants in synchronism with each channel, such as 
transmitting the Walsh function multiplexed signal using periodic Walsh 
functions that are resynchronized at every even second of the system time. 

5.4.2 Walsh Functions Used in the Reverse Link 

There are two channel categories in the reverse link of the IS-95 CDMA 
system: an access channel and a traffic channel. When we look at the block 
diagrams for these CDMA channel structures in Figures 4.21 and 4.22, 
respectively, we notice that they both employ a "64-ary orthogonal modula- 
tor," which follows the block interleaver, which outputs coded symbols at  the 
rate of 28.8ksps. The 64-ary orthogonal modulator is a block "channel 
encoder" of the (n, k )  type, where the input to the encoder is k symbols (or 
bits if the input to the modulator is uncoded information bits) and the output 

I is n symbols. In this sense, it is a (64, 6) encoder. 
The main reason for using this particular block coding scheme is to 

provide the base station receiver a measure of coherence over the duration of 
six coded symbols, which corresponds to the duration of two information bits 
because of the rate 113 convolutional coding. For the forward link, there is a 
pilot channel which provides a timing reference and a carrier phase reference 
for coherent demodulation. For the reverse link, there is no pilot channel 
that can provide a carrier reference for possible coherent demodulation. 
Therefore, the reverse link is necessarily a noncoherent channel, but a demod- 
ulation timing reference can be derived through demodulation of the coded 
64 symbols. 

Note that the (64, 6) encoder for orthogonal modulation accepts the 
convolutionally coded symbols at a 28.8-ksps rate and puts out Walsh- 
encoded binary symbols at the rate of 28.8 x 6416 = 307.2 ksps. The output 
of the (64, 6) encoder is 64-ary Walsh coded symbols at the rate of 
307.2164 = 4.8 ksps. The previously given tables 5.2 or 5.8 can be used as a 
"code b o o k  for the encoder. The coded symbol selection rule given in IS-95 
[I] is simply a means for specifying the index of the Hadamard sequences 
listed in Table 5.8. The sequence is chosen according to the rule 
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where i is the index number and the cjs are the coded symbol values for the 
index digits over (0, 1). This method could be called a table lookup scheme 
that can be implemented in many possible ways in hardware. 

Another possible way of encoding the reverse link is to use a shift 
register [15] based on the generator matrix method that we have discussed 
previously. According to this method, discussed in Section 5.3.5, the genera- 
tor matrix G for the (64, 6) Walsh encoder can be chosen as follows: 

In this scheme, the encoder would operate exactly like the one shown pre- 
viously in Figure 5.3, where the "index register" accepts convolutionally 
coded symbols six at a time at a 28.8-ksps rate and the "sequence register" 
reads out the 64 code symbols comprising one Walsh symbol at a 307.2-ksps 
rate (4.8 ksps for the Walsh symbols). 

In the IS-95 modulation scheme, the Walsh coded chips generated at 
307.2 ksps are scrambled by a long PN code sequence that is clocked at a rate 
four times faster (1.2288Mcps) and thus the polarities of the Walsh coded 
chips are subject to random changes, four times per Walsh chip, according to 
the pseudorandom nature of the long PN code pattern. 

The optimal receiver for the orthogonal Walsh code modulation, and its 
performance, is derived in Chapter 7. 

5.5 Walsh Function Decoding 

The Walsh encoded sequences used for orthogonal modulation on the reverse 
link, after further linear processing such as scrambling, I and Q short-PN-code 
modulation, and waveshaping by FIR filters, are carrier modulated and 
transmitted. The decoder at the base station receiver must decide as to which 
of the 64 possible Walsh symbols (64-chip sequences) was transmitted by the 
mobile station, and the method of formulating this symbol decision is based 
on a "comparison" technique. The comparison technique can take several 
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different forms, all of which belong to the general method known as 
correlation to determine a measure of similarity between two functions. A 
high value of correlation means that the two functions are similar, and a low 
value of correlation means they are dissimilar. 

When we compare two N-component sequences (N-tuples) A and B 
through correlation, we multiply the sequences, component by component, 
and the results are added. We denote this "multiply and sum" operation by 
(A,  B),  which is the scalar or inner product of the two sequences. 

5.5.1 Correlation Decoding 

Consider the Walsh functions of order N ,  such as those shown previously in 
Figure 5.1, where the functions have values k 1  over an interval of length T: 
{ W j ( t ) ,  t E (0 ,  T ) ,  j = 0 ,  1, 2 , .  . . , N - 1).  The correlation between any 
pair of these functions, say Wi ( t )  and Wj( t ) ,  is defined as 

Functions with values * 1 such as the Walsh functions can be treated like 
sequences with components in either ( 0 ,  1 )  or {+I ,  -1). Depending on 
which of these two representations of the binary components is selected, the 
correlation measure is calculated in two different ways. We explain with 
examples. Let the two sequences be given by 

Then the correlation measure is calculated by adding up all the term-by-term 
or component-by-component products; that is: 

N 

(A ,  B)  = ai bi = al bl + a2b2 + . . + awbn (5.35a) 
i=l 

Example5.12 A = ( - 1 , - 1 , - l , + l , - l , + l , + l )  

B = (-1,  + I ,  -1, -1, -1, + I ,  +1) 

Their correlation is 



470 COMA Systems Engineering Handbook 

(A, B ) = l + ( - l ) + l + ( - l ) + l + 1 + 1 = 3  

Now, if the sequences A and B are given by 

then the correlation is given by 

(A, B) = (number of term-by-term agreements in A and B )  

- (number of term-by-term disagreements) (5.35b) 

Example 5.13 A = ( l ,  1, 1 , 0 ,  1 ,0,O),  B = ( l , O ,  1, 1, 1,0,O). Their 
correlation is 

( A , B ) = ~ - 2 = 3  

The definition of correlation in (5.35b) can also be expressed in a 
different way. We observe that 

(number of agreements between A and B )  

+ (number of disagreements between A and B )  = N 
so that 

(number of agreements between A and B )  

= N - (number of disagreements between A and B )  

If we define the "weightn of a sequence as the number of Is in the sequence, 
then we can express (5.35b) as 

(A, B) = (number of term-by-term agreements in A and B )  

- (number of term-by-term disagreements between A and B) 

= [N - weight(A @ B)] - [weight(A @ B)] 

= N - 2 x weight(A @ B )  (5.35~) 

where A @ B denotes the operation of term-by-term modulo-2 addition of 
the sequences A and B; that is: 
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Example 5.14 A = ( l , l , 1 , 0 , 1 , 0 , O ) ,  B=( l ,O , l ,  1,  1 , 0 , O ) .  Their 
correlation is 

(A, B)  =7-2.weight(O, 1,  0 ,  1, 0 ,  0 , 0 ) = 7 - 2 . 2 = 3  

By definition, functions or sequences are uncorrelated (have zero 
correlation) if they are orthogonal. In a situation where there are N possible 
transmitted sequences, the decision as to which one of them is the most likely 
sequence is based on the highest correlation measure as a result of correlating 
the received sequence with stored versions of all N possible code sequences. 
If R is the received sequence and {Wi) is the set of all possible sequences, the 
decision, denoted W ,  is made such that 

w = W, such that (R,  w,) = max (R, Wi) (5.37) 
i 

Let us consider an example using a set of Walsh sequences of order 16 as 
listed in Table 5.13. Assume that the received sequence is 

Note that this received sequence is not exactly equal to any of the sixteen 
Walsh functions-the sequence has been corrupted by noise or interference. 
To find the most likely transmitted sequence, we perform the correlation 
operation between R and each sequence of the set given in Table 5.13 and 
find the following results: 

(R, wo) = 10 

(R)  Wl) = -2 

(R,  W2) = 2  
(R,  W 3 )  = -2 

(R, W4) = -2 

(R, W5) = -6 

(R,  W6) = -2 

(R,  W 7 )  = 2  

(R,  W8) = -2 

(R,  W9) = 2  

(R,  W1o) = 6  

(R, Wll) = 2  

(R, W12) = 2  (5.38b) 
(R1 W 1 3 )  = -2 

(R,  WM) = 2  

(R)  W 1 5 )  = 6  
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Table 5.13 Walsh sequences of order 16 

We see that (R,  Wo) = 10 = max (R, Wi) and thus Wo is the sequence that 
2 

is most likely to have been transmitted. 
There is yet another measure of comparison between two sequences, in 

terms of distance. We define this distance (also called Hamming distance, after 
its inventor) D ( A ,  B) between two N-tuple binary sequences A and B as 
the number of positions in which A and B disagree. For example, if 

A = ( 1 , 1 , 1 , 0 , 1 , 0 , 0 )  and B =  ( 0 , 1 , 0 , 1 , 0 , 0 , 0 )  

then D ( A ,  B) = 4 

The fact that (R, Wo) = 10 in the example given above was the highest 
value of correlation meant that the received sequence R and the Walsh code 
sequence Wo had the least number of disagreements. That is: 
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D(R, Wo) = 3 = min D(R ,  Wi) (5.39) 
2 

The "maximum correlation" decision criterion is seen to be equivalent to the 
"minimum distance" decision criterion. We need only to remember that the 
Hamming distance is a measure to be used in connection with sequences 
having components given in GF(2). 

In the example just considered, we saw that the all-zero Walsh sequence 
(codeword) was determined to be the transmitted sequence when the received 
sequence had a weight 3. This means that the three errors were "corrected." 
This is no surprise when we recall a basic lemma in coding theory, that in a 
set of codewords W o ,  Wl , . . . , WN each of length N bits and with the 
Hamming distance D(Wi , Wj) 2 2t + 1 for i # j, then all single, double, 
. . . , t-tuple errors in transmission can be corrected; that is, all patterns of t or 
fewer errors are correctable, where 

where dmi, is the minimum distance value of D(Wi ,  Wj), i # j and 1x1 
denotes the largest integer not greater than x. Thus, in the example we 
considered (i.e., the set of codewords consisting of Walsh sequences of order 
16), the minimum distance is 8, and hence t = L(8 - 1)/2J = 3 or fewer 
errors can be corrected. In general, the minimum distance of Walsh 
sequences of order N = 2K is 2K-1, because all sequences, except the all-zero 
sequence, have the same weight, N/2 = 2K-1. The Walsh sequences of order 
64, therefore, can correct up to, and including, 15 errors in transmission. 

To continue the example for Walsh codewords of order 16, suppose 
that the received sequence is 

The correlation results are: 

(R, Wo) = 8 (R, Ws) = 0 (R, W12) = 4 

(R,  Wl) = -4 (4 W7) = 4 (R1 W13) = 0 

(% W2) = O (R, W8) = -4 (R1 W15) = t3 

(R, W3) = -4 (R ,  Wg) = 0 (5.4 1 b) 

(R, W4) = 0 ( R ,  W1o) = 4 

(R, W5) = -4 (4 W11) = 0 
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The correlations between R and Wo and between R and W15 are both equal 
to 8, and they are maximum correlations. In this case, the most likely 
transmitted sequence is ambiguous because four errors cannot be corrected for 
the set of N = 16 Walsh sequence codewords. In terms of distance, we see 
that D(R ,  Wo) = D ( R ,  W15) = 4, while D(R, Wi) > 4 for i # 0, 15. 

5.5.2 Fast Walsh Transform Decoding 

A fast Walsh transform is possible using the interesting symmetry properties 
that the Walsh sequences possess. It was shown previously that the Walsh 
functions could be generated using symmetry properties. If no errors are 
present in the received Walsh codeword, the decoding process can be 
implemented by reversing the generation procedure. Recall that 
Wi = ( W ~ O ,  ~ i l ,  ... , w ~ , N - ~ )  corresponds to the index vector Xi 
= (xil7 ~ i 2 ,  ... , xiK), where i = 0, 1, ... , N - 1 and N = 2K is the order 

of the Walsh functions. 
If xij = 0, the sequence has even symmetry about the set if axes called 

a j  , where j = 1, 2,. . . , K. If xij = 1, the function has odd symmetry about 
that axis. To review these symmetry properties, consider the symmetry axes 
for a sequence taken from the set of Walsh functions of order 16, as shown in 
Figure 5.7. First, note that if symmetry is odd or even about an axis a,  the 
bits reflected about the axis are identical. Next, observe the symmetries 
shown in Figure 5.8. In this example, the symmetry property about the axes 

Figure 5.7 Walsh sequence symmetry axes for N = 16. 

0 1 0 1  p o l o  
+ 

0 0 1 1  1 0 0 1 1  
+ - - - - 

even symmetry odd symmetry 

Figure 5.8 Example Walsh axis symmetries. 
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ai and a j  involved four separate comparisons. In a real situation, some bits 
can be received in error, but an even or odd decision can be made using the 
majority decision rule. To put this method into practice, we assign a value of 
+1 to a symmetry measure for every pair of reflected bits that are identical 
about the axis a,  and a value of -1  for every pair that differs. 

Example 5.15 In the received sequence R = 0  1  0  1 1  0  1 0, the sym- 
metry measure is 4 ( + 1 )  about the central axis because all four reflected pairs 
are identical bits, whereas for the received sequence R = 0  0  1 1 0  0  1  1 
gives a symmetry measure of 4 ( - 1 )  = - 4  about the central axis because 
every pair of reflected bits is different. 

Example 5.16 Consider the received sequence R = 0  1 0  1 1 0  1 1. We 
note that three reflected pairs with respect to the central axis are identical, 
while one pair is different. Therefore, the symmetry measure is 3 ( + 1 )  + 
1 ( - 1 )  = 2 .  By majority rule, the decision is even symmetry, and an error has 
been detected in the pair that differs (which of the two bits that is in error is 
not yet known). Using the additional information that each codeword except 
Wo has the weight N / 2  = 4 ,  it can be decided that the last bit is in error, and 
it can be corrected. 

Example 5.17 Consider the received sequence R = 1 0  1 1 0  1 1  1. The 
symmetry measure for this sequence is 2 ( + 1 )  + 2 ( - 1 )  = 0. The symmetry 
measure equals zero because the number of reflected pairs having even 
symmetry equals the number having odd symmetry about the midpoint. 
Therefore, the symmetry in the interval cannot be classified as either odd or 
even. 

We shall describe a generalized fast Walsh transform decoding rule. 
Decoding is based on the majority of even or odd symmetries about the axis 
in each set a? ,  j = 1,  2 , .  . . , K. The symmetry measure can be found by 
correlating the first half of a given interval with the reverse order of the 
second half, as shown in the following example: 

Example 5.18 The correlation of the first half of the sequence given by 

1s t  half - 
0 1 0 1 1 0 1 1  - 

2nd half 
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with the reverse of the second half is 

0 1 0 1 ,  1 0 1 1  ) = 2  
(- - 

1st half reverse of 2nd half 

In this example, the received sequence is to be corrected by inverting the last 
bit, because it has been decided that the codeword transmitted has even 
symmetry, and the last bit both violates this symmetry and unbalances the 
number of zeros and ones. 

Example 5.19 We consider an example using Walsh sequences of order 
N = 16 = 24 = 2 K .  Let the received sequence R be given by 

and let the decoded index sequence by given by 

Assume that W13 was transmitted and corrupted by an error sequence E, 
resulting in the received sequence R = W13 + E: 

First, find the sum of the symmetry measures about the set of a1 axes: 
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C (r2i+i , ~ i + ~ )  = -6 * the majority of a1 symmetries are odd 
i=O 

This finding implies that xl = 1, and thus X = (1, x2 , x3, x4). Now, we 
find the sum of the symmetry measures about the a2 set of axes. 

+ the majority of a2 symmetries are odd 

This finding implies that x2 = 1, so that X = (1, 1, x3, x4). The next step is 
to find the sum of the symmetry measures about the a3 set of axes. 

+ the majority of a3 symmetries are even 

This finding implies that 2 3  = 0, so that X = (1, 1, 0, x4). Finally, we 
calculate the symmetry measure about the a1 axis. 
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Thus, x4 = 1 and the decoded data sequence is now given as X = 
(1, 1, 0, 1) = X i 3 ,  which is the correct sequence. 

The generalized decoding rule based on the fast Walsh transform can be 
stated as follows: In a set of Walsh sequences of order N = 2K, correlate 
every other 2j-'-tuple of symbols with the reverse order of the following 
2j-'-tuple. Take the sum of the correlation measures. If the sum is positive, 
the jth (j = 1, 2, . . . , K )  symbol of the index sequence is x j  = 0; if the sum 
is negative, then x j  = 1; and if the sum is zero, the index symbol is arbitrarily 
chosen; that is: 

> o * x j = O  
= 0 + pick x j  = 0 or 1 (5.42) 
< o * x j = l  

In summary, we have considered two methods for decoding the Walsh 
sequences: correlation decoding and fast Walsh transform decoding. Another 
possible scheme that can be employed is matchedfilter decoding. 

5.6 IS-95 Data Frames 

In both cellular [I] and PCS [16] CDMA systems, the forward and reverse 
link signals are transniitted over the channel in frames or packets. The frame 
stuctures vary, depending upon the channel category and data rate, such as 
synchronization channel, paging channel, access channel, and traffic channel. 

As an example, consider the forward traffic channel frame structures 
shown in Figure 5.9. The 9,600-bps, 4,800-bps, 2,400-bps, and 1,200-bps data 
rates for the traffic channel specify different frame structures. These data 
rates are the input data rates for the convolutional encoder, whose output 
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F = CRC frame quality indicator, T = encoder tail bits 

p- 192 bits (20 ms) _I 

Information bits F T 

9,600-bps frame 

p-- 96 bits (20 ms) A 

172 

p- 48 bits (20 ms) I 

12 8 

4,800-bps frame 

1 -  24 bits (20 ms) I 

Information bits F T 

80 

2,400-bps frame 

1,200-bps frame I 16 
181 

Information bits T 

8 

Information bits T 

40 

Figure 5.9 Forward traffic channel frame structures (from I11I. 

8 

8 

is fed to the 20-ms delay block interleaver after symbol repetition to make the 
effective symbol rate 19.2 ksps for all four data rates, as shown previously in 
Figure 4.17. 

For the 9,600-bps transmission rate, a total of 192 bits can be trans- 
mitted in a 20-ms frame duration. These 192 bits are composed of 172 
"information" bits, followed by 12 frame quality indicator bits and 8 encoder 
tail bits. It is also observed from Figure 5.9 that the forward traffic frame for 
the 4,800-bps transmission rate consists of 96 bits that are composed of 80 
information bits, 8 frame quality indicator bits, and 8 encoder tail bits. The 
forward traffic channel frames for the 2,400-bps and 1,200-bps transmission 
rates contain only information bits (40 and 16 bits, respectively) and 8 
encoder tail bits each, without frame quality indicator bits. The frame quality 
indicator bits are "parity check" bits used in the system's error-detection 



480 COMA Systems Engineering Handbook 

scheme, which employs CRC codes [17]. We clarify and explain in detail all 
these new terms later in this section. 

When information bits contained within a block of bits designated as a 
"frame" or "packet" are transmitted, as depicted in Figure 5.9, it is necessary 
to determine whether the frame is received in error at the receiving end. To 
determine the status of "error" or "no error," a scheme is employed wherein 
frame quality indicator bits are used in an automatic error detection coding 
technique using cyclic codes. In the following section, we develop the funda- 
mental theory of cyclic codes and proceed to the level of understanding 
completely the design and operation of the frame quality indicator 
calculations performed in the cellular CDMA system [I] as well as PCS 
CDMA systems [16]. In a way, the frames shown in Figure 5.9 can be looked 
at as codewords in the error detection coding scheme, and thus we begin with 
some basic concepts of block codes to accomplish our objectives. 

5.7 Linear Block Codes 

Assume that we have a sequence of binary bits coming out of an information 
source. We wish to implement a block coding scheme [18-191 for either 
detecting or correcting transmission errors. In any case, we must first 
"encode" the information sequence. The block-encoding process involves the 
following procedure: (1) Collect k successive information bits as a message 
block; (2) feed the k bits of the message block into the encoder and obtain the 
coded sequence of n digits, where n > k, as diagrammed in Figure 5.10. The 
result of this procedure is an (n,  k) linear code with rate kln.  

Because the message block consists of k information bits, 2'" distinct 
message blocks are possible, and the encoder output generates 2k possible 

Input Output 

Sequence of Coded sequence 
information bits 

(k-bit segment) encoder 

codeword 
Code rate = Wn 

Figure 5.10 Concept of the encoding process. 
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coded sequences of length n. digits, called codewords. We say that the block 
code consists of a set of 2k codewords. The word "code" connotes an 
ensemble or a set, whereas the codewords are the elements in the set. Note 
that the n-digit codeword is an n-tuple, and thus it is a code vector in the 
vector space V, of all n-tuples. The encoder is a machine (apparatus) or a 
mathematical rule that transforms the k information bits into an n-digit 
"coded" sequence. 

Now, obviously the block code consisting of 2k n-tuple codewords is a 
particular set of n-tuple sequences (vectors) chosen from the set of 2" possible 
binary n-tuple vectors. This chosen set, based on a particular encoding rule, 
is the linear block code, and it is defined as a group: 

Definition: A linear block code is a set of 2' n-tuple vectors that form a 
subspace of the n-dimensional vector space V, of all n-tuples. 

From the definition of a linear code, the chosen code, being a subspace, must 
include the all-zero n-tuple, and the dimension of the subspace is k, as we 
defined these concepts previously in Section 5.3.4. Figure 5.11 depicts the 
concept of an (n,  k )  code in the vector space V, of all n-tuples. The question 
is, how do we select 2' n-tuple codewords from the set of all 2, n-tuple 
vectors? This is the problem of encoding or designing a coding scheme. 

Recall the Walsh sequences that we have defined in the first part of this 
chapter. The Walsh sequences of order 64 consist of 64 = 26 64-tuple 
vectors, and they are the codewords chosen in effect from all the 264 possible 
64-tuple sequences. It is in this sense that the Walsh sequences are codewords, 
and they form a subspace of the 64-dimensional subspace of all 64-tuples-the 
dimension of the subspace is only six, the number of digits in the index 
sequence. In fact, this is the orthogonal code that is used in the reverse link in 
CDMA systems [I, 161. In Section 5.3.5, we treated the subject of generating 
Walsh functions using basis vectors. This is exactly the method we use in a 
block-encoding scheme. 

The transformation of the message into a codeword is done in the 
encoder. The encoder's function for an (n, I c )  code can be fulfilled by 
specifying the generator matrix G of the code (see eq. (5.26)), which consists of 
k linearly independent n-tuple row vectors. Then all codewords can be gen- 
erated by a linear combination of these row vectors. The coding therefore is 
to execute the operation of linear combining of the row vectors of the 
generator matrix in a manner dictated by the k-bit message sequence. 
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(n, k) code: Subspace of 2k n-tuple vectors that includes the 
all-zero n-tuple vector 

Figure 5.1 1 A code as a subspace of a vector space. 

Let the generator matrix G be given as 

and let the message sequence to be encoded be given by 

m = (mo , ml , . . . , mk-l),  mi E GF(2) for 0 5 i 5 k - 1 (5.43b) 

Then the codeword C of length n is determined as 



Walsh Functions and CRC Codes 483 

Note that the encoder needs to store the row vectors of the generator matrix. 
How do we find row vectors that are linearly independent? This is really the 
question of "How do we discover a good code," and it is, like many other 
discoveries, not an easy question to answer. Trial and error is an answer! 
Fortunately, however, there are many good known codes, and we give 
examples as we proceed. 

Example 5.20 Consider the generator matrix 

This matrix generates the (n,  k) = (6, 3) linear block code. The trans- 
formation of each of the 23 = 8 possible 3-tuple message sequences into 
codewords of length 6 is shown in Table 5.14. In this example, the message 
encoding was accomplished using the equation 

Note in the example that the message bits mo, ml , and ma appear in the 
codeword in the first, third, and fifth ~ositions, and the n - k = 3 redundant 
digits occupy the second, fourth, and sixth positions. What is obvious here is 
that the original message bits, which appear in the codeword intact, are 
"scattered" around in the codeword. Why not make them appear in the first 
three positions or in the last three positions in codeword? Indeed we can do 
so! The way the original information bits appear in the example is a case of a 
nonsystematic code. We want to encode the message sequence into the 
codeword in such a way that the entire k-bit information sequence appears at 
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Table 5.14 (6, 3) Block encoding 

the beginning or at the end of the codeword as suggested in Figure 5.12; when 
this order of the message bits is accomplished, the code is called a systematic 
code. A coding scheme is a powerful way of detecting and/or correcting any 
errors that have occurred during the transmission over the channel. The 
strength or the power of the code comes from the redundant digits in the 
codeword. Note, as illustrated in the example, that the redundant digits are 
computed as functions of the message (information) bits.l Although it is not 
clear at this point, the error detection and error correction capabilities of 
codes are due to these extra digits that are added to the message sequence and 
are called redundant digits. These redundant digits are known as parity check 
digits in coding theory, and as such, the codes are sometimes called parity 
check codes. 

The term parity check goes back to the earliest parity-check coding 
scheme, in which simple error detection was accomplished using either an 
odd or even parity-check method: Given a code consisting of binary message 
sequences of length n, an extra digit is added to the codeword and its value 

3-bit message 

sequence 

mi = (mi01 mil 1 mi2) 

1 The use of the words "bit" and "digit" is somewhat confusing. Usually the 
elements of the raw information sequence are called "bits," whereas those of the 
coded sequence are called "digits" or "symbols." However, any term can be used once 
the meaning is clear. 

Encoder 
transformation 

m i G  

Codewords 

of length 6 

ci = ( ci0, cil, . . - 1  cis) 
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I k-bit message I - I Message bits I Redundant digits I 
I t k  + I  It k + I + - -  n - k  - + I  

-1 merra%e I Redundant digits I Message bits I 
I t k  + I  I +  n - k  + I +  k  + I  

Figure 5.12 Systematic code formats. 

chosen to make the total number of ones in the n + l-digit codeword either 
even (for even parity) or odd (for odd parity). 

We have noted that the 9,600-bps and 4,800-bps frames of the IS-95 and 
PCS CDMA system forward traffic channels included reserved groups of 12 
bits and 8 bits, respectively. These bits are parity check bits, which are called 
frdme quality indicators [I , 161 and are designed to protect the traffic channel 
message sequences in the sense that errors can be detected or corrected at the 
receiver, within the capability of the specific code. 

Now, returning to the subject of systematic codes, to obtain the 
generator matrix G that gives a systematic code, we have only to perform 
elementary row or column manipulations on the given generator matrix 
(5.43a) to cause it to have one of the following forms: 

k  x ( n  - k) matrix k  x k  identity matix 

or 
k  x k  identity matix k  x (n - k) matrix 

A n 

1 0 0 ... 0'' Po0 901 " '  q0 ,n -k -1  7 

The choice between (5.44a) and (5.44b) is whether the k  information bits are 
to appear at the end of the codeword or at the beginning of the codeword, 
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respectively, when written from left to right. Thus, the generator matrix of a 
systematic code can always be put into the forms shown above. That is, the 
systematic code generator matrix car1 be written as 

Let r n  = (mo, ml, m2, . . . , mk-l) be the message sequence to be 
encoded. The encoder will then generate the codeword C = 
(Q, c1, c2, . . . , c,-~) in a systematic form, by using (5.44a), as follows: 

(5.45a) 
which specifies the codeword digit computations given by 

C1 = m0q01 + mlqll 

equations 

original message sequence, at the end of the codeword 

Cn-1 = mk-1 

Let us introduce an important mathematical fact concerning a generator 
matrix G.  Suppose that G is a k x n rectangular matrix whose rows are k 
linearly independent n-tuple vectors as shown in (5.43a), which we repeat 
here for convenience: 

where 
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Then all 2k n-tuple vectors obtained as linear combinations of the row vectors 
of G form a k-dimensional subspace of the n-dimensional vector space Vn of 
all n-tuples. The subspace spanned by the row vectors of G is also called the 
row space of G. Now, it is a mathematical fact that, for any k x n matrix G 
with linearly independent row vectors such as the generator matrix above, an 
(n - k) x n matrix H exists: 

hoo ho1 . . . 
hll ... 

hn-k-1,0 hn-k-l,l . .. hn-k-1,n-I hn-k-1 

where n 
j = o 7 n - )  h jl E GF(2) (5.46d) 

such that the n - k rows are linearly independent and such that any vector 
obtained as a linear combination of the row vectors of G (in the row space of 
G) is orthogonal to all rows of H. Also, any vector obtained as a linear 
combination of row vectors of H (in the row space of H) is orthogonal to all 
rows of G-any vector X in the row space of G and any vector Y in the row 
space of H are orthogonal. We say that the row space of G is the null space 
(or dual space) of H, and the row space of H is the null space (or dual space) of 
G. This is an important mathematical fact related to the matrix formulation 
of the coding problem, which we use in a later section when we "design" 
CRC codes. It is particularly easy to find the H matrix when the G matrix is 
given in a systematic code generator form. As we see in the following 
example, the effort of finding the H matrix involves only the transposition of 
the G matrix columns. 

The 2n-k vectors in the row space of H form an (n, n - k) linear block 
code of length n and k parity check digits. This code is the null (dual) space 
of the (n, k) linear code generated by the matrix G.  The (n, n - k )  code is 
called the dual code Cd. Therefore, if X E C and Y E Cd then (X, Y )  = 0. 

Example 5.21 Consider a k x n = 4 x 7 generator matrix given by 
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If we specify the (n - k)  x n = (7 - 4) x 7 matrix H by transposing the 
columns of G as shown below: 

we can easily verify that the row space of G is the null space of H and vice 
versa. For example: 

Using other row vectors, we can show that the row space of G is indeed the 
null space of H. 

5.7.1 Parity Check Matrix 

We have stated that any vector obtained as a linear combinatin of the row 
vectors of the generator matrix G is orthogonal to the row vectors of H. The 
matrices G and H are given in (5.46a) and (5.46c), respectively. That is, if 
(2 = (c, , c1, . . . , c,-~) is a vector (codeword) in the row space of G, then2 

Using the form of the H matrix given in (5.46c), we have 

We used the notation (a, b )  previously for the correlation of vectors a and b. The 
correlation operation, dot product, and inner product all convey the same meaning, 
and (a, b )  = a. bT conveys the same meaning when a and b are row vectors and bT 
is the transpose of b. 
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This result gives alternative ways of characterizing the linear code generated 
by the generator matrix G; namely, that if any code is generated by G, it must 
satisfy equation (5.47a)) (5.47b), or (5.47~). 

The matrix H is called the parity check matrix of the code. The code C 
is a legitimate code if and only if it satisfies the parity check equation 
C H~ = 0. As we see later, this is the method or strategy employed at the 
receiving end to check if the received codeword satisfies the parity check 
equations and thus to verify whether it is received in error. Later, we develop 
ways of calculating the parity check equations using LFSR circuits. 

The linear block code (n, k) can now be called a parity check code as 
well. It is also called a group code because of the fact that the code is a 
subspace of the vector space of all n-tuples. Thus, the term "(n, k) linear 
block code" can be referred to as a parity check code with codewords of 
length n and n - k parity check digits, where k is the number of information 
digits. 

It is instructive to revisit the set of parity check equations given in 
(5.47~) and express them as the parity check equations for an (n,  k) code with 
codeword Ci = (cia, cil, ci2,. . . , cij, . . . , c+-l), i = 0, 1, 2 , .  . . , 2k - 1: 

(5.47d) indicates that we can also define an (n,  k) linear parity check code by 
first specifying a parity check matrix. In other words, we can specify H and 
then find the corresponding G matrix, or vice versa. 
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We now follow up on the statement made earlier that the row space of 
G and the row space of H are orthogonal. Consider the generator matrix of 
an (n, k )  systematic code given by (5.46a). We repeat the equation here for 
convenience: 

k  x  (n - k )  k x k  

The parity check matrix H can then be obtained as 

Lo O 0 " '  lAqO,n-k-1 q1,n-k-1 " '  qk-1,n-k-11 ., ., 
( n  - k )  x (n - k) (n - k )  x  k  

(5.48b) 
We can easily verify that G - HT = 0, as shown below: 

Example 5.22 Consider the (7,4) linear code with the generator matrix G 
given in a systematic form as follows: 
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If the message is m = (1 O O I ) ,  then the encoded codeword is obtained as 
follows: 

+ codeword 

parity check message 
digits 

The corresponding parity check matrix is 

Note that the codeword C = (0 1 1 1 0  0  1) satisfies the parity check 
equation: - - 

0  
1 

0  
1 - - 

Example 5.23 A (6,3) linear code has a generator matrix G  given by 

[ 
0 1 1 0 0 1  

G = 1 1 0 0 1 0  
1 0 0 1 0 1  I 

Find the parity check matrix for this code and list all 23 = 8 codewords. 
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Solution: To solve this problem, we first need to recognize that the row 
vectors of this matrix are themselves codewords, and there are three check 
digits in each codeword that are determined as functions of the three 
information digits. Assuming that the codewords have the format 
C = (cl, c2, cg, ml, ma, m3), where cl, c2, and c3 are parity check digits and 
ml, m2, and m3 are the message digits, and noting that the last three columns 
of G are linearly independent, we realize that each of the first three parity 
check digits must be obtained as linear combinations of the last three 
(information) digits. The generator matrix G will enable us to find scalar 
multipliers specifying the linear combinations of the information (message) 
digits [see (5.45b)I. Therefore, the simultaneous equations that need to be 
solved are 

1st digits of C 

+ a 1 = ( ~ 2 = 1 , a g = O  

For the assumed format of the codewords, these solutions of the simultaneous 
equations for the scalars determine that, in general 

We thus obtain the parity check matrix H: 
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A "formulaic"-oriented way of solving the problem is to perform elementary 
row operations on the given generator matrix G to bring it to the systematic 
form shown in (5.48a), and thus easily obtain H by transposing it to the 
parity check matrix form of (5.48b). So, let us obtain a systematic form, GI, 
from G as 

which gives the parity check matrix shown above. The (6,3) codewords are 
all obtained as linear combinations of row vectors of G and are listed as 
follows: 

Example 5.24 A (7,4) code is defined by the following parity check matrix: 

Find the corresponding generator matrix G and list the codewords. 
Solution: We begin with the construction of HI in systematic form from 

H by performing column operations (i.e., permuting the columns) to obtain 
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The generator matrix is then given by 

The 2* = 16 codewords are listed below: 

This example shows that a code can be defined with a parity check matrix 
without first defining a generator matrix for the code. 

5.7.2 Concept of Syndrome and Error Detection 

Consider an (n, k) code with the generator matrix G and the corresponding 
parity check matrix H. The codewords are transmitted over a channel that 
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introduces errors to the transmitted codewords, and the received sequence R 
is then the sum of the transmitted vector and an error pattern vector E as 
depicted in Figure 5.13. Let us specify the respective vectors as follows: 

Transmitted vector: c = (CO, ~ 1 ,  c2, , cn-1) 

Error pattern vector: E = (eo, el, ea, . . . ,  en-1) (5.49a) 

Received vector: R =  (TO, r l ,  rz, . . .  , rn-1) 

where ci, ri, and ei all assume the values over GF(2). If ei = 1, the received 
vector has an error at position i, and if ei = 0, no error has occurred at that 
position. The received vector is then given by 

The receiver needs to validate the vector R as a legitimate codeword. So, the 
receiver performs a "validation check" by subjecting the vector R to the 
parity check equations: 

Because C is a codeword, He cT = 0, and in principle we only need to 
calculate 

Because H is an (n - I c )  x n matrix, and E~ is an (n x 1) matrix, sT is an 
(n - k) x 1 matrix. Therefore, (5.49d) becomes 

Transmitted vector Received vector 

Error vector I E  
Figure 5.13 Received vector as the sum of the transmitted vector plus an error pattern vector. 
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hoo 
hl0 
h2o 

hj0 

hn-k-l,0 

The (n  - k)-tuple vector S = (so,  s l ,  s2,. . . , ~ , - k - ~ )  is called the syndrome 
of the received vector R. 

Note in (5.49e) that the column vectors of the parity check matrix are 
summed after being multiplied by the vector components of the error pattern 
vector E. As can be seen from (5.49e), if no error is introduced by the 
channel (i.e., E = (0 ,0 , .  . . , O ) ) ,  then the syndrome vector S is a zero vector: 
S = ( so ,  s1, s2, . . . , ~ ~ - k - ~ )  = (0 ,0 ,  . . . , 0) .  If S = 0, the receiver accepts 
the received vector R as a legitimate codeword (error-free reception), and if 
S # 0, the received vector is assumed to be in error. Thus, error detection is 
done by calculating the parity check equations to compute the syndrome. 

It is possible that the errors that have actually occurred are not 
detectable; that is, the received vector R contains errors but ST = 
H R~ = 0. This situation could happen when the error-pattern vector E is 
identical to a nonzero codeword vector. That is, when E = Ci for some 
i { o , , , . , ~ - I } ,  H . R ~ = H - ( c + E ) ~ =  H . c ~ + H . E ~ =  
o + H . c ; T = o ,  or H . R ~ = H . ( C + E ) ~ = H . ( C + C , ) ~ =  H - C :  
= 0, because the sum of two codewords is a codeword (closure property). 

Such error patterns are called undetectable error patterns, and when an 
undetectable error pattern occurs, the receiver makes an error in error 
detection and hence a decoding error also. 

It would be instructive at this point to make a detailed observation of 
the way the syndrome is computed at the receiver. Let us again write the 
parity check matrix given in (5.48b) for an (n, k) systematic block code: 

The received vector is given by 



Walsh Functions and CRC Codes 497 

R = ( ~ 0 ,  r l ,  , rn-k-$7 l n - k ,  r n - k + l ,  7 rn-l,) (5.49g> 
V ., 

received parity received 
check digits information digits 

Now, let us compute the syndrome of R : 

where the syndrome components are computed as follows: 

receiver-computed parity check digit Q 

receiver-computed parity check digit cl 

receiver-computed parity check digit c,-k-l 

In view of (5.45b), we can put the following interpretation on (5.4%): the 
syndrome is the vector sum of the received parity check digits and the parity 
check digits that the receiver computes using the received information digits 
Tn-k ,  r n - k + l , .  . . , rn-2 ,  r n - 1  shown in (5.49g). The receiver ~erforms the 
same computations that the transmitter did to find the parity check digits. 
When the received parity check digit ri is identical to the computed parity 
check digit r n - k q o i  + r n - k + l q l i +  + r n - l q k - l , i  the ith syndrome vector 
component si = 0, and if not, si = 1 for i = 0 ,1 , .  . . , n - k - 1. 

Once the parity check matrix is known, the receiver can "design" the 
error-detection circuit, which is a syndrome calculating circuit. In the 
example above, we considered the (7, 4) linear block code with a parity check 
matrix 
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Let the received vector be R = ( T O ,  T I ,  r 2 ,  ~ 3 ,  ~ 4 ,  ~ 5 ,  ~ 6 ) .  The syndrome is 
then given by 

An error-detection circuit that can be used by the receiver is shown in Figure 
5.14. 

The syndrome of the received vector R actually depends on the error- 
pattern vector E as shown in (5.49d). Let us take a closer look at the 
relationship between the syndrome vector and the error-pattern vector by 
substituting the parity check matrix of (5.499 in (5.49d): 

eo 
e l  

e n - k - 1  

e n - k  

e n - k + l  

e n - 1  

and we have 
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Buffer 

R 
c To decoder 

- r~ rl r2 r3 r4 r5 r6 - 

Figure 5.14 Syndrome calculator for (7 ,4)  code (error-detection circuit). 

s l  = e l  + en -kg01  + e n - k + l q l l +  ' ' .  + e n - l q k - 1 , 1  

(5.49 j) 
Sn-k-1 = en-k-l + e n - k  q0 ,n-k- l$ .  e n - k + l q  1,n-k-l+ ." + e n-1 q k-1,n-k-1 

Note that the components of the syndrome vector are linear combinations of 
the error digits, and thus they possess information on the error pattern. Any 
error-correction scheme that would be developed is based on the solution of 
the n - k linear simultaneous equations given in (5.491) to find the error 
pattern. Then, the correct decoding would simply be to find the transmitted 
code vector from R + E. 

Example 5.25 Consider the parity check matrix H used in Example 5.24: 
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Let us now assume that the transmitted codeword CIS = (1 1 1 1 1 1 1) is 
received with an error at the fifth position; that is, the error pattern vector is 
E = (0 0 0 0 1 0 0). The received vector R is then, R = (1 1 1 1 0 1 1). 
In a real situation, we of course do not know the error-pattern vector in 
advance of the reception. The syndrome of the received codeword is then 
calculated to be 

The fact that S # 0 means that R is received in error; that is, R is not a 
codeword. In this particular case, however, the syndrome vector S = (1 0 1) 
is identical to the fifth column of H, and that is the position of the digit in 
error. In view of (5.490, the syndrome was calculated as 

In many applications, the use of a block code is strictly for the purpose 
of error detection only, as in the case of IS-95 and PCS CDMA systems [I], 
[16], and no attempt is made to correct the errors using the block code.3 The 
error-correction capabilities of block codes are discussed in many references 
[18-211. 

The syndrome calculation in (5.49d) indicates that if the error-pattern 
vector is E = (1, 0, 0 , .  . . , O), the syndrome vector is identical to the first 
column of the parity check matrix H. If errors are made on the first two 
digits of the transmitted vector, then the syndrome is the sum of the first two 
columns of the parity check matrix. When a single error-detecting code is 

The errors that have occurred in the block (frame) are, of course, corrected by the 
Viterbi decoder. 
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used in a communications system, the error detection can easily be made, and, 
further, by seeing the specific syndrome vector, which is one of the columns 
of H, we can locate the error position. This is, in fact, the single-error- 
correcting Hamming code, which we briefly discuss before describing cyclic 
codes. 

5.7.3 Hamming Codes 

The single-error-correcting binary group codes were discovered in 1950 by 
Hamming [22], and were the first linear codes to be used for error control in 
digital data and communications systems. In fact, Hamming codes, which can 
correct only single errors, gave impetus to the discovery of t (t  > 1) error- 
correcting codes. There are many references that cover the subject of 
Hamming codes and error-control coding schemes [18-221. Following 
definitions, we discuss the essential properties of Hamming codes for the 
reason that it brings out the basic mechanism of the error-detection scheme 
common to all linear block codes used for error detection, such as the 
schemes used in CDMA cellular and PCS systems. 

There are many ways in which Hamming codes are defined and 
described. One way is to characterize the parity check matrices for the single- 
error-correcting Hamming codes; that is, if the code is capable of correcting 
all patterns of single errors, the columns of its parity check matrix must be all 
distinct and there should be no column having all zeros. In other words, if all 
columns of the parity check matrix H are distinct and nonzero, then a single 
error in any position results in a syndrome identical to the column vector in 
the same location of the error digit position in the received vector. This is 
clearly shown in (5.490. This suggests that a Hamming code can be defined as 
a group code with the property that the ith column of the parity check 
matrix is the binary number i (i # 0). This ensures that we can have all 
distinct nonzero columns of the ~ a r i t y  check matrix. Note that here we 
define a code with a parity check matrix to begin with. One can then 
proceed to find the corresponding generator matrix to define or list the 
codewords, if necessary. 

Recall that the parity check matrix H for an (n, k)  linear code is such 
that the number of parity check digits, n - k, is equal to the number of 
linearly independent rows of the parity check matrix [see (5.46~) and (5.48b)l. 
We now need to know the maximum number of distinct nonzero columns 

n corresponding to the required number of n - k = m linearly independent 
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rows of H. The number is obviously 2n-k - 1 = 2m - 1, a number that 
happens to be related to a PN generator using an m-stage LFSR. We follow 
up on this view later when we discuss the generation of cyclic codes. 
Therefore, we characterize the parity check matrix of a Hamming code 
(single-error-correcting code, of course) as one that consists of 2n-k - 1 = 
2" - 1 nonzero binary (n - k)-tuples arranged in any order. 

With this reasoning, we can now present another definition [18] of 
Hamming codes: for any positive integer m >_ 3, there exists a Hamming 
code that has the following parameters: 

Number of parity check symbols: m = n - k  
Codeword length: n = 2 m - 1  
Number of information symbols: k = (2" - 1) - m 

Because Hamming codes are single-error-correcting codes, the minimal Ham- 
ming distance is 3; that is, dmc = 3 in view of (5.40). Hamming codes are 
perfect single-error-correcting binary group codes. 

In coding theory, perfect codes are those that can correct all error 
vectors of t or fewer errors and no more than t errors. When we say that a 
given code is a t-error-correcting code, the code is usually meant to correct 
some error patterns of more than t errors, and such a code is not a perfect 
code. In an (n, k) t-error-correcting linear binary group code, let us consider 
the error pattern vector E = (eo, el, ... , en-1). Then there are (If), (;), 
(i), . . . , (1) different numbers of n-tuple error patterns that can happen. 
Thus the number of possible t-tuple errors in an n-digit codeword is equal to 
the number of ways of choosing digit i out of n, namely ( q ) .  The number of 
possible values is 2n-k = 2m. Therefore, for aperfect t-error-correcting (n, k) 
code, we must have [18] 

We can use (5.50b) as the sufficient condition for a perfect code. There are 
very few perfect codes [18], and the Hamming code is one of them. 

For the (7,4) group code we have treated in an example above, the 
parity check matrix consists of all 2k - 1 = 7 distinct columns and hence it is 

the parity check matrix of a Hamming code. There are (:) = 7 different 
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single-error patterns, and thus we see that [I + (:)I 24 = 27, which satisfies 

the condition (5.5Ob) for a perfect code. 
There is another known binary perfect code, known as the (23,12) 

Golay code [19], which is widely used in communications systems for its 
multiple-error-correcting capability (t = 3). In practice, the (23, 12) Golay 
code is often lengthened to a (24, 12) code to cause the code rate to be 112, 
thereby extending its error-correction capabilities to include some 4-tuple 
error patterns. In almost all textbooks dealing with coding theory, the Golay 
code is discussed. Because t = 3, the minimum distance is dma = 7, and for 
this code we have 

which makes it a perfect code. 
Though a trivial case, all (n, 1) repetition codes of odd block length are 

perfect codes. Note that k = 1 and t = [dmc - 1112 = (n - 1)/2, because n 
is the minimal distance of a repetition code. From the relation 

for n odd we have half the terms: 

Substituting k = 1 and t = (n - 1)/2, we have 

which meets the condition of a perfect code. Incidentally, the parity check 
matrix H for an (n, 1) repetition code can be easily found from the generator 
matrix 

G = [ l  1 1 1 I ]  (5.5Od) 
\ / -, n 

as 
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5.8 Cyclic Codes 

We now present discussions on the generation and application of cyclic linear 
block codes. Cyclic codes, first discussed by Prange in 1957 [23], are widely 
used for error-detection and error-correction applications in many com- 
munications systems. The main reason for their wide use in practical systems 
is the simplicity of their implementation by means of LFSR circuits. Our 
treatment of cyclic codes, however, is limited to error-detection applications 
to the extent of understanding the CRC codes used as frame quality indicators 
in the IS-95 [I] and PCS CDMA [16] systems. The descriptions we give of the 
(n,  k) linear block codes called cyclic codes are natural extensions of our 
general discussions of linear block codes using the algebra of polynomials. 
Our earlier discussions of PN sequence generation, in terms of an extended 
Galois field GF(2*) generated by some irreducible binary polynomial of 
degree m, is also very helpful in our description of cyclic code imple- 
mentation using LFSR circuits. 

Definition. An (n, k) parity check code is called a cyclic code if it has the 
property that, whenever the n-tuple codeword C = (Q, cl, . . . , c,-l) is 
cyclically shifted (i.e., involving "end wraparound") one place to the right, the 
resulting n-tuple C = (c,, co, . . . , cnP2) is also a codeword. 

This definition implies that, if an n-tuple codeword C is cyclically 
shifted i places to the right, the resulting n-tuple c(') is also a codeword. We 
may represent the codewords as codewordpolynomials: 

* C(x) = Q + C l X  + - .  . + C , - ~ X ~ - ~  

and 

di) = (c,-~, Cn-i+l, . . . , Cn-1, CO, . . . , Cn-i-l) 
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To specify or generate such cyclic codes, let us revisit (5.444; that is, let us 
express the ith codeword as 

which indicates that a k-tuple message vector m = (mo, rnl, . . . , rnkPl) is 
encoded into an n-tuple codeword C through a k x n generator matrix G,  
whose rows are k linearly independent codewords of an (n,  k)  linear block 
code. The idea which we are promoting here is to represent the encoding 
process of (5.52a) in terms of polynomials. We simply replace (5.52a) with 
the following equation: 

di) (x) = mi(x) g(x) (5.52b) 

where C(i)(x) is the codeword polynomial, mi(x) is the message polynomial, 
and g(x) is a generator polynomial. Thus, if we specify a generator poly- 
nomial g(x), we can list all the 2k codeword polynomials corresponding to 
the entire set of n-tuple code vectors. The idea is to show the correspondence 
between the code vector Ci and the (cyclic) codeword polynomial d i ) ( x ) ,  
which corresponds to d i ) .  

Let us consider an example of a (7, 4) linear block code. If we pick4 the 
generator polynomial g(x) = x3 + x + 1, the resulting codeword polynomials 
and the corresponding code vectors are those shown in Table 5.15. Note that 
the message vector m is given as a 4-tuple binary sequence representing 16 
binary numbers. The codeword polynomials in Table 5.15 are not given in 
systematic form. We discuss the method of representing codeword polynom- 
ials in systematic form later in this section. 

The analogy of (5.52b) to (5.52a) can be made explicit from the follow- 
ing example. Let us represent the polynomials {xig(x), i = 0, 1, 2, 3) and 
their corresponding code vectors as follows: 

4 We of course discuss how to pick a generator polynomial g(x) in an (n, I c )  code, as 
the lowest degree polynomial that divides xn + 1. 
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Table 5.15 Generation of a (7,4) binary block code with g(x) = x3 + x + 1 

Message 
vector, m 

0 0 0 0  
0 0 0 1  
0 0 1 0  
0 0 1 1  
0 1 0 0  
0 1 0 1  
0 1 1 0  
0 1  11 
1 0 0 0  
1 0 0 1  
1 0  1 0  
1 0 1 1  
1 1 0 0  
1 1 0 1  
1 1 1 0  
11 11 

Code 
vector, C 
0 0 0 0 0 0 0  
0 0 0 1 0 1 1  
0 0 1 0 1 1 0  
0 0 1 1 1 0 1  
0 1 0 1 1 0 0  
0 1 0 0 1 1 1  
0 1 1 1 0 1 0  
0 1 1 0 0 0 1  
1 0 1 1 0 0 0  
1 0 1 0 0 1 1  
1 0 0 1 1 1 0  
1 0 0 0 1 0 1  
1 1 1 0 1 0 0  
1111111 
1 1 0 0 0 1 0  
1 1 0 1 0 0 1  

The four 7-tuple vectors forming a 4 x 7 matrix can serve as the generator 
matrix G in (5.52a) because these row vectors are linearly independent and, 
further, they are also codewords as can be checked out from Table 5.15. 

It seems to us then that the generator polynomial g(x) = x3 + x + 1 is 
capable of generating the entire set of 2k = 24 = 16 codeword polynomials. 
This is true. In (5.52~) we showed only four such polynomials. In xig(x), 
where i is greater than 3 (z 2 4), the resulting polynomials have degrees 
greater than 7. If C(x) is a codeword polynomial, the definition of cyclic 
codes says that xiC(x) is also a codeword polynomial, because multiplication 
of a codeword polynomial by xi is equivalent to a cyclic shift of the code 
vector. But if we multiply xi by the code polynomial of degree n - 1, the 
resulting polynomial has the degree n + j - 1, which is greater than n - 1, 
the maximum degree of the codeword polynomial. Therefore, we need to 
reduce the degree n + j - 1 to a degree less than or equal to n - 1, so that the 
coefficients of the resulting polynomial are a code vector sequence. 

The method of reducing a polynomial of degree greater than n - 1 to a 
polynomial of degree less than or equal to n - 1 is to reduce modulo some 
binary polynomial, say, d(x), of degree n; that is, we divide by d ( z )  and keep 
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only the remainder. Thus, the situation we have is that we need to find d(x) 
such that 

xiC (x) mod d (x) = di) (x) (5.53) 

where C(~)(X) is a cyclic codeword polynomial of degree 5 n - 1, and the 
symbol = is meant to be a "congruence"; that is, xiC(x) mod d (x) "is 
congruent to" c(')(x). So, what is d (x)? The answer is that d(x) = sn + 1. 
Explanations of this fact are found in the standard coding theory references 
cited earlier. Here, we give an explanation in terms of the development in 
Section 6.2 in connection with PN sequence generation. 

From (6.20a) through (6.200, we observe in Chapter 6 that the inverse 
(reciprocal), l/ f (x), of the characteristic polynomial of a shift register, f (x), 
gives a sequence generated by the shift register in the form of an infinite series 
as the repetition of the (finite) "first period sequence" with period P, and the 
infinite sequence representation is given as a polynomial of degree > P - 1. 
To obtain the first period sequence polynomial with degree P - 1, (6.20~) 
indicates that the output sequence polynomial must be divided by zP + 1 and 
use only the remainder, whose degree is less than or equal to P - 1. 

Thus, in the generation of an (n,  k) cyclic code, if C(x)  = co + 
clx + + C,-~X"-' is a codeword polynomial corresponding to the code 
vector C = (cg , cl , . . . , cn-l), then the codeword polynomial c(" (x) 
corresponding to codeword vector 

is obtained as 

d i ) ( x )  = xiC(x) mod (zn + 1) (5.54a) 

= xi [@ + clx + . . + ~ , - ~ x ~ - ~ ] m o d  (xn + 1) 

= + clxi+l + . . . + cn-lxn+i-l] mod (xn + 1) (5.54b) 

= [a(x)(xn + 1) + C(')(x)] mod (xn + 1) (5.54~) 

Our discussions on (n, k) cyclic codes began with the analogy of an 
(n,  k) linear block code, in that C(x)  = m(x)g(x) is equivalent to 
C = m - G.  We also have the parity check equations, C . H~ = 0, indicat- 
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ing that there is a polynomial h(x) called a parity check polynomial that is 
equivalent to the parity check matrix H. 

If a generator polynomial of an (n, k) cyclic code g(x) is picked, it 
must be one that divides xn + 1; that is: 

This fact can be verified easily if we use (5.54a) and (5.54~) with (5.52b) substi- 
tuted. From (5.54a) and (5.54~) we have 

where a(x) is the quotient. Substituting C(')(x) = mi(x)g(x) from (5.52b), 
we have 

x"(x) = a(x)(xn + 1) + m i ( ~ ) g ( ~ )  

which gives xn + 1 = g(x)h(x), where 

Let us summarize the important facts on the generator polynomial and 
parity check polynomial of an (n, k) cyclic code: the code polynomials of an 
(n,  k) cyclic code consist of all the multiples of a unique code-generating 
polynomial of degree n - k. The parity check polynomial of this code is 
given by (xn + l)/g(x). Note that the degree of the generator polynomial is 
n - k, and the degree of the parity check polynomial is k; that is, 
deg[g(x)] + deg[h(x)] = deg[xn + 11. 

We discussed the drral code previously by saying that the code vectors 
obtained as linear combinations of the n - k linearly independent row 
vectors of the parity check matrix H are the (n, n - k) dual code. Thus, if 
g(x) is the generator polynomial of an (n,  k) cyclic code, the dual code of 
this (n,  k) cyclic code is also cyclic and it is generated by the "reciprocal 
polynomial" h*(x) = xkh(x-l), where h(x) = (xn + l)/g(x). This is 
equivalent to the previously stated fact that a parity check matrix for an 
(n,  k) code is a generator matrix for its dual code. 

Example 5.26 Let us consider an example given in Section 6.2.1. There, an 
extended Galois field GF(23) is generated with a primitive polynomial 
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x3 + x + 1. The distinct minimal polynomials are found to be Mo(x) = 
1 + x, Ml(x) = 1 + x2 + x3, and M3(x) = 1 + x + x3, where 

Now, suppose we wish to generate a (7,4) cyclic code with a generator 
polynomial g(x) = M3(x) = 1 + x + x3. 

First, we see that g(x) divides x7 + 1, and thus it can be a generator 
polynomial. The parity check polynomial is then h(x) = (x7 + l)/g(x) = 
1 + x + x2 + x4, which is the product of all the minimal polynomials except 
the one used as the generator polynomial. This example gives all the 
codeword polynomials shown in Table 5.15. Had we chosen the generator 
polynomial to be g(x) = Ml(x) = 1 + x2 + x3 instead, the parity check 
polynomial would have been h(x) = (1 + x)(l+ x + x3) = 1 + x2 + 
x3 + x4, indicating that the choice of g(x) in the factorization of xn + 1 is 
arbitrary as long as it is one of the lowest degree polynomials. But the choice 
is a matter of choosing a "good code" or a "bad (or not so good) code," from 
the point of view of given application purposes. 

Example 5.27 In the previous example, the generator polynomial of a (7, 4) 
cyclic code was chosen to be g(x) = 1 + x + x3. The parity check poly- 
nomial was found to be h(x) = (x7 + l)/g(x) = 1 + x + x2 + x4. The 
generator polynomial for this code's (7 ,3)  dual code is the reciprocal 
polynomial h* (x), and is given by 

An important fact we wish to point out here is that the (n, k)  = (7,4) cyclic 
code generated by g(x) = 1 + x + x3 is also completely specified by the 
parity check polynomial h(x) = 1 + x + x2 + x4, in the sense that encoding 
based on either g(x) = 1 + x + x3 or h(x) = 1 + x + x2 + x4 ~roduces the 
same codewords [18]. As we see when we consider shift register encoding 
circuits, LFSR configurations based on either g(x) or h*(x) give identical 
(n, k) codes with length n and n - k parity check digits. 
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5.8.1 Systematic Cyclic Codes 

Throughout the discussions on (n, k) cyclic block codes, we represented a 
codeword of length n as a polynomial of degree n - 1 with coefficients from 
the codeword sequence. That is, C(x) = Q + clx + c2x2 + e . 0  + ~ ~ - ~ x ~ - ~  
corresponding to the codeword sequence C = (Q, cl, c2,. . . , cn-1), where 
the symbols {ci) are taken from GF(2). The systematic form of the 
codeword polynomial can, therefore, be given as follows: 

where 

and 

are the k-tuple information digits and the (n - k)-tuple parity check digits, 
respectively. The representations in the form of (5.56a) and (5.56b) are 
equivalent. We use the form given in (5.56b), which means that the codeword 
polynomial corresponds to the encoded codeword that has all the k 
information digits intact in the end part of the code vector, as illustrated 
previously in Figure 5.12. 

Since the message to be encoded is (mo, ml, ... , mk-l) and the 
polynomial representing the message sequence is m(x) = mo + mlx + . . 
+ mk-lxk-l, the systematic codeword polynomial in the form given in 
(5.56b) can be obtained if we multiply m(x) by xn-k. This is illustrated 
below: 

We now need to determine po + pl x + + pn-k-lx n-k-1 . The deter- 
mination of this polynomial comes from the division operation of 
~ ~ - ~ m ( x ) / ~ ( x ) :  because the degree deg[m(x)] is at most k - 1, 
deg[xn-km(x)] 5 n - 1, and hence if we divide ~ ~ - ~ m ( x )  by g(x), whose 
degree is n - k, we have 
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x " - ~ ~ ( x )  = a' ( x ) g ( x )  + r' ( x )  (5.5713) 

where a l ( x )  and r l ( x )  are the quotient and the remainder, respectively. We 
know that deg[r(x)] 5 n - k - 1 because deg[g(x)] = n - k. Therefore, we 
have a remainder polynomial of the form 

If we substitute (5.57~) in (5.57b), we have the result in the following form: 

The equation (5.57e) indicates that the left-hand side of the equal sign is a 
codeword polynomial of n - 1 in a systematic form and the right-hand side is 
a multiple of the generator polynomial g(x) .  In other words, (5.57e) is 
identical to (5.57b), indicating that ri = pi , i = 0, 1, .  . . , n - k - 1. We now 
have the procedure for encoding an ( n ,  k )  cyclic code in systematic form: 

I. Select the generator polynomial of degree n - k. 

2. From (mo, ml, . . . , mk-I), obtain 
m ( x )  = mo + m l x  + . . + mk-lxk-l .  

3. Obtain ~ ~ - ~ m ( x ) .  

4. Obtain the remainder r ( x )  by dividing xnPkm(x )  by the generator 
polynomial g(x) .  

5. Obtain the codeword polynomial C ( x )  as 

6 .  The code vector is then obtained as 

C = (r;), r; ,  . . . , rL-k-l, mo, ml, . . . , m k - 1 )  

= (PO, pi, ... , pn-k-1, mo, mi, ... , m k - 1 )  
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Example 5.28 Consider the (7,4) cyclic code generated by g ( x )  = 
1 + x + x3 .  List all 16 codewords in systematic form. To solve this problem, 
we first represent the 4-tuple message sequences m = (mo, ml, m2, m3) as 
polynomials of the form m(x) = mo + mlx + m2x2 + m3x3. Let us 
consider the case of mlo = (0 10 I ) ,  which gives mlo(x) = x + x3 .  Thus 

where we use the notation xj  = j for convenience. Carrying out the division: 

That is: 

Thus, the code polynomial in systematic form is 

parity 
check original 
digits message 

A 

and Clo = (1 O"O 1 O I?). 

Take another example of mi4 = (0 1 1 I ) ,  and thus mI4(x)  = x + x2 + x3:  
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Thus 
C 1 4 ( x )  = r l ( x )  + x 3 m 1 4 ( x )  = a i 4 ( x )  

= x2 + ~4 + x5 + x6 = ( ~ 2  + ~ 3 ) ( 1  + + ~ 3 )  

and 
Cl4 = (0 0 1  0 1  1  1 )  

With the method used in these two example calculations, the entire set of 16 
codewords can be obtained in systematic form, as shown in Table 5.16. 

5.8.2 Encoders for Cyclic Codes 

We have just seen how an ( n ,  k )  cyclic code in systematic form is encoded. 
The encoder performs the calculation to find (or determine) the parity check 
digits. The calculation was the division of x ~ - ~ ~ ( x )  by the generator poly- 
nomial g ( x )  of degree n  - k .  Thus, we need a shift register circuit that 
divides ~ ~ - ~ r n ( z )  by a polynomial of the form 

In Chapter 6, it is shown that an LFSR of characteristic polynomial g ( x ) ,  
mechanized as an MSRG or Galois configuration, is a polynomial division 
circuit. Therefore, the encoder for an (n, k) cyclic code with generator poly- 
nomial g ( x )  of degree n - k is basically an ( n  - k)-stage MSRG configura- 
tion, as shown in Figure 5.15. 

The encoding is accomplished as follows: 

1. Initially, all LFSR stages are set to logical zero, and the switches then 
set in their UP positions as shown in Figure 5.15. 
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Table 5.16 Systematic (7,4) cyclic code generated by g ( x )  = 1 + x + x3 

Message 

0 0 0 0  

1 0 0 0  

0 1 0 0  

1 1 0 0  

0 0 1 0  

1 0 1 0  

0 1 1 0  

1 1 1 0  

0 0 0 1  

1 0 0 1  

0 1 0 1  

1 1 0 1  

0 0 1 1  

1 0 1 1  

0 1 1 1  

1 1 1 1  

Codewords Code polynomials 

C ( x )  = 0  = 0 .  g ( x )  

Message 9 -km(x )  
,---- 

I *All switches are up during first k digits, down during last n-k digits Input , 
O-;__--i Switch* 1 

Figure 5.15 Encoder for an (n, k) cyclic code with generator polynomial 
n-k-1 g(X) = 1 + g1X + g2X2 + ' ' ' + gn-k-12 + x ~ - ~ .  
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2. TL-, the re%;ster ;S c k k d  k times to shift the k-bit information 
sequence (mo, ml, . . . , r n k P l )  into the LFSR, with m k - 1  being the 
first to be shifted in, at the same time it is being sent to the channel 
[this corresponds to x ~ - ~ ~ ( x ) ] .  

3. The switches are set in their DOWN positions, and the register is 
clocked an additional n - k times to read out the n - k parity check 
digits to send to the channel. 

4. The codeword C = (B ,  pl, pz, . . . , p,-k-1, mo, m ~ ,  . . . , mk-l) was 
sent to the channel. 

Example 5.29 Consider the (7, 4) cyclic code generated by the generator 
polynomial g(x )  = 1 + x + x3. (1) Draw the encoder circuit for this 
generator polynomial; (2) explain the encoder operation using the matrix 
formulation for m = (0 1  1  I ) ,  showing the contents of the shift register state; 
and (3) verify the encoder calculation of the parity check digits to be 
corrected by a manual calculation of the polynomial division. 

(1) The encoder circuit is shown in Figure 5.16. 

(2) To explain the operation of the encoder for the case of m l 4  = (0  1 1  I ) ,  
we use a modification of the matrix formulation for the MSRG configuration 
used in (6.17e) and (6.179. That is, if x i ( t )  is the number stored in the register 
stage Ri of the encoder after clock pulse t  and xi(t  + 1)  is the number stored 
in R; after clock pulse t + 1, we have 

for first 

I 4 (message) bits and 
I 
I I down for last 3 

A A I I - - (parity) bits 
; - - - - - I  A 0  

Figure 5.16 Encoder of (7,4) cyclic code with generator polynomial g(x) = 1 + x + x3. 
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where 

Let m(t) denote the message bit that enters the decoder at clock time t. With 
the message sequence of rn = (0  l+l 1) shifiing into the encoder in the order 

of 1, 1, 1, 0 (as the arrow indicates), we can observe the shift register contents 
(state vectors) as shown below: 

t Parity bits Message bits 

0 0 0 0 

1 1  1  0 

2 1 0 

(3) The manual calculation for this case was done in a previous example; that 
1s: 

which verifies the encoder operation to produce 

1  

1  

1 1  

Encoding with a k-stage LFSR for (n, k) cyclic codes. As the example 
above shows, the encoding of an (n,  k) cyclic code was done with a shift 
register circuit configured as an MSRG based on the (n - k)-degree generator 
polynomial. Encoding of a cyclic (n, k) code can also be implemented by 
mechanizing the parity check polynomial 

The message sequence is shifted into 
the encoder in the order indicated. 

1 
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This time, however, the mechanization of the parity check polynomial is 
done [I81 in the "simple" shift register generator (SSRG) or Fibonacci config- 
uration of the reciprocal polynomial 

as shown in Figure 5.17. This encoder circuit requires a k-stage LFSR, 
whereas the encoder based on the MSRG configuration requires n - k stages, 
and hence the choice must be based on the economy of using fewer storage 
registers in the encoder circuit. The encoding is accomplished as follows: 

I. Initially, all LFSR stages are set to logical zero, and the switch is set in 
its UP position. 

2. The register is clocked k times to shift the k-bit information sequence 
(mo, ml , .  .. , m k - 1 )  into the LFSR, with mk-1 being the first to be 
shifted in, and simultaneously out, to the channel. 

3. The switch is set to its DOWN position, and the register is clocked an 
additional n - k times to read out the parity check digits to send to 
the channel. 

Example 5.30 Assume that the generator polynomial for a (15, 7) cyclic 
code is given by 

g (x )  = x8 + x7 + x6 + x4 + 1 

Output to channel 

Figure 5.17 Encoder for an (n, k) cyclic code with parity check polynomial 
h(x)  = ho + hlx + ... + hkxk. 
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This is the generator polynomial for a double-error-correcting cyclic code to 
be considered further in a later example. 

( 1 )  Determine the parity check digits corresponding to the message 
sequence m = ( 1  0 1 0 1 0 1 )  by manual calculation. 

( 2 )  Draw the encoder circuit of the MSRG configuration of Figure 
5.15, which is based on g ( x ) ,  and show that the codeword so generated is 
identical to that obtained in ( 1 ) .  

(3) Draw the encoder circuit of the SSRG configuration of Figure 5.17, 
which is based on h ( x ) ,  and show that the result is equivalent to the result 
obtained in ( 2 ) .  

Solution to ( 1 ) :  Given (n, k )  = ( 15 ,  7 ) ,  m = ( 1  0 1 0 1  0 I), and 
g ( x )  = x8 + x7 + x6 + x4 + 1. The message polynomial is then m ( x )  = 
x6 + x 4  + x 2 +  1, andn - k = 8: 
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(2) The MSRG configuration of the encoder is shown in Figure 5.18. Now, 
the encoder operation can be explained as follows: 

parity check digits message digits 
I 

coded sequence = I 1 0 1 0 0 1 1 1 I 1 0 1 0 1 0 1 

Figure 5.18 Encoder of (15,7) cyclic code wi th  generator polynomial 
g(x) = 1 + x4 + x6 + x7 + x8. 
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(3) The encoder circuit for the (15,7) cyclic code in the SSRG is derived as 
follows: 

Given: (n, k) = (15, 7 ) , m =  (1 0 1 0  1 0  l) ,and 

g(x) = x8 + x7 + x6 + x4 + 1 

The parity check polynomial is obtained as 

The reciprocal polynomial h*(x) is needed to "design" (draw) the SSRG 
configuration, and we have 

which is mechanized as shown in Figure 5.19. The operation of the circuit of - 
Figure 5.19 is described as follows: 

Output to channel 

Figure 5.19 Encoder of (15, 7) cyclic code with parity check polynomial 
h(x) = x7 + x6 + z ~  + 1. 
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1 0 1 0 1 0  

1 1 0 1 0 1  

1 1 1 0 1 0  

1 1 1 1 0 1  

0 1 1 1 1 0  

0 0 1 1 1 1  

1 0 0 1 1 1  

0 1 0 0 1 1  
parity check digits 

Thus: 
C = , 1 0 1 0 0 1 1 1 , , 1 0 1 0 1 0 ~ )  

V ., 
P rn 

We observe that the codewords obtained by the encoder circuits of MSRG 
and SSRG configurations are identical. 

5.8.3 Syndrome Calculation by Shift Register Circuits for Error 
Detection 

We generate an (n,  k) cyclic code by means of an LFSR circuit. Our purpose 
now is to design an automatic error detection scheme using an LFSR circuit 
that calculates the syndrome. Suppose that the received code vector of length 
n in the (n,  k) cyclic code is given by 

R = (ro, r i ,  rz ,  .. . , rn-1) (5.59a) 

and its polynomial representation is given by 

We seek a technique to process R to calculate the syndrome. In principle, if 
we multiply R by the parity check matrix, the syndrome results. Our aim is 
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to accomplish this computation. In search of a method for calculating the 
syndrome by means of a shift register circuit, we first review the materials we 
covered earlier. 

Suppose that the (n, k) cyclic code under discussion is a single-error 
correcting Hamming code. Then, the n columns of the parity check matrix 

n H contain different (distinct) nonzero binary m-tuples, where m = n - k. 
For example, the parity check matrix for a single-error-correcting (7, 4) 
Hamming code may be given as 

where the columns are the 3-tuple binary numbers 1 to 7. The generator 
polynomial g(x) of this code has degree 3. Let us assume that the generator 
polynomial for this code was chosen to be 

which is a primitive polynomial that generates a Galois field G F ( ~ ~ )  = 
GF(8), as we discuss in Section 6.2. Let us now specify the parity check 
matrix H whose columns are the nonzero elements of GF(23), arranged in 
such a way as to show successive powers of a primitive element a E G F ( ~ ~ ) :  

H = [a0, a', a2 ,  a3, a4, a5,  a6] (5.60b) 

Note that the columns of H' in (5.60a) are also the nonzero elements of 
GF(23) in binary vector form, and hence the parity check matrices given in 
(5.60a) and (5.60b) both define a single-error-detecting (and also -correcting) 
Hamming code, although they do not exactly define the same codewords. To 
make them define identical codewords, we need to rearrange the columns of 
(5.60a) in accordance with a3 = 1 + a2 as follows: 

H = [a0, a', a2, a3, a4, a5, a6] 
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In any way the columns are arranged, the code detects (and corrects) single 
errors. N ~ W ,  the syndrome S can be calculated as 

sT = H - R~ = [a0, a', a2, a3, a4, a5, a6] 

where we used the fact that R = C + E and that H . cT = 0. In this 
particular case, the elements in the GF(23) represent 3-tuple binary vectors as 
shown in (5.60e). Using the polynomial representation of the received code 
vector, the syndrome calculation can also be facilitated as follows: 

where R(x) is the polynomial given in (5.59b). This indicates that the 
syndrome can be calculated as the received codeword polynomial evaluated at 
x = a ,  which is the primitive root of g(x). If we divide the received 
polynomial R(x) by the generator polynomial g(z), we have 

where bl(x) is the quotient and R'(x) is the remainder. We are reminded, 
however,'that the received codeword polynomial R(x ) can also be viewed as 
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R(x) = C(x) + E (x) (5.60h) 

The analogy of (5.60h) to (5.60g) is to be noted. By definition, every code- 
word polynomial is a multiple of the generator polynomial, and thus we have 
the following insights: 

1 

I 
From (5.60g), R(a)  = bt (a)g(a)  + R1(a) 

= Rt (a )  

From (5.60h), R(a )  = C(a)  + E ( a )  

The syndrome can, therefore, be obtained as 

An interpretation of (5.61~) is in order. It says that the syndrome vector can 
be evaluated from the remainder Rt(x) with a substituted for x, and also it 
can be evaluated from the error pattern polynomial E(x)  with x = a. 
However, we do not know E(x)  in advance, whereas we do know (or can 
find) Rt(x). In fact, finding the error pattern from the knowledge of the 
syndrome is the key to the error-correction process, which we do not discuss 
in this book. 

Thus we now have found a way to calculate the syndrome; that is, to 
divide the received vector polynomial by the generator polynomial and 
obtain the remainder. The syndrome is the remainder evaluated at x = a. 
This syndrome calculation can be accomplished by a shift register circuit that 
divides the received vector polynomial R(x) by the same polynomial that 
generated the (n, k) cyclic code on the transmitter side. The syndrome 
calculator is shown in Figure 5.20. 

The syndrome calculator is the error detection circuit. Its operation is 
as follows: 

I. Initially, the switch is in the UP position. 

2. The received vector R = (ro, rl, . . . , r,-l) is shifted into the register 
with all the stages initially set to zero. 

3. As soon as the entire n digits of R have been shifted into the register, 
the contents in the (n - k)-stage register form the syndrome 
S = (sl, S2, ... , s ~ - ~ ) .  
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X 
9 4 - 1  code 

vector g I Qn-k-2 

Switch is up (closed) during n clock pulses of codeword input, :- - - :-: 
down (open) for n-k clock pulses of syndrome readout. 

Figure 5.20 Syndrome calculator circuit of an (n, k) cyclic code based on the generator 
polynomial g(x) = 1 + glx + .. . + gn-kxn-k. 

4. The syndrome digits are read out during n - k clock pulses with the 
switch in the DOWN position. 

Example 5.31 Let us consider the (15, 11) binary cyclic code of length 15, 
generated by g(x) = x4 + x + 1. We wish (a) to design an encoder and the 
syndrome calculator (error detection circuit), and ( b )  to calculate the syn- 
drome for the received vector R = (1 0 1 1 1 0 1 0 0 0 1 1 0 1 0) using 
both manual and matrix methods. 

(a) For the encoder design, this is a clear case of preferring an n - k = 4- 
stage LFSR circuit. An MSRG configuration based on g(x) = x4 + x + 1, is 
shown in Figure 5.21. The syndrome calculator is the identical MSRG config- 
uration based on the generator polynomial g(x) = 1 + x + x4, except that it 
is used as a division circuit as shown in Figure 5.22. 

Input message: m = (m0, ml, ..., mlO) 
0- 

Figure 5.21 Encoder for (15, 11) cyclic code with generator polynomial g(x) = 1 + x + x4 
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Figure 5.22 Syndrome detector for (15, 11) cyclic code generated by g(x) = 1 + x + x4. 

( b )  Given: g(x) = x 4 + x + 1 ,  R =  (1 0 11  1 0  1 0 0 0  1 1  0 10) .  Bythe 
manual method, we first express the polynomial for the received code vector 
as 

R(x) = x 1 4 + x 1 2 + x 1 1 + x 1 0 + x 8 + x 4 + x 3 + x  

Because the syndrome polynomial is given by S(x) = R(x) modg(x), we 
need to calculate (14,12,11,10,8,4,3,1)/(4,1,0): 

Now, by the matrix method, using the formulation 
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The time history of the state of the shift register is shown in Table 5.17. 

5.9 Binary BCH Codes 

In the foregoing discussions of cyclic codes, we have not focused on the error- 
correcting capabilities of the codes, except when we described Hamming 
codes as being single-error-correcting codes. The reason for not having done 
so was intentional in that our main objective is to understand first the error 
detection, rather than correction, capabilities of the codes. Our remarks in 
Section 5.6 began with descriptions of the frame quality indicators used in the 
IS-95 and PCS CDMA systems. They are the schemes used in detecting 
possible errors in the data frames at both 4.8 kbps and 9.6 kbps, and our main 
purpose is to understand how they were designed and how error detections 
are accomplished in the CDMA systems. 

We have come a long way since the beginning of the discussion of 
"What is a code?" and "How an (n, k) linear code is encoded." It was not our 
purpose to undertake a formal "coding theory" presentation all the while, but 

Table 5.17 Shift register time history for example CRC encoder 

R 
1 We see that the syndrome is identically 
O obtained to be (1 1 O 0) by both 
1 methods. 
1 
1 
0 
1 
0 
0 
0 
1 
1 
0 
1 
0 

+ s  
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it was to help the reader to grasp the main ideas involved and be able to carry 
out the example problems pertaining to the subject under discussion. 

We are now at a point where we can put the description of the cyclic 
codes developed thus far in a succinct general setting by introducing binary 
BCH codes, which are capable of correcting all patterns of t or fewer channel 
errors. We discuss t-error correcting BCH codes to the point of how they are 
generated and how the errors are detected. 

The Bose-Chaudhuri-Hocquenghem codes, known as BCH codes, are a class 
of cyclic codes that are capable of multiple-error detection and correction [24, 
251. In this section, we restrict our discussion to binary BCH codes. Non- 
binary BCH codes are discussed in almost all books on coding theory [18,20, 
261. The BCH codes can be looked at as a generalization of the Hamming 
codes for multiple-error detection and correction. 

For any positive integers m (m 1 3) and t (t < 2m - I), there exists a 
binary BCH code with block length n = 2m - 1 and minimum distance 
dmi, 1 2t + 1 having no more than mt parity check digits. Thus, clearly the 
code is capable of detecting and correcting any pattern of t or fewer errors, 
and we call this code a t-error correcting BCH code. The t-error correcting 
binary BCH code of block length n is the cyclic code with a generator 
polynomial that is the product of the distinct minimal polynomials of the 
roots a ,  a2, a3, a4, a5, . .. , a2t-1, a2t ,  which are from the elements of an 
extended Galois field GF(2m) formed by a primitive irreducible binary poly- 
nomial of degree m.5 

Another point that needs to be stressed in the definition of the t-error 
correcting BCH code of length n = 2m - 1 is that the generator polynomial 
gt(x) is the lowest degree polynomial over GF(2), and that the degree of gt(x) 
is n - k, as is the case for any generator polynomial of the cyclic codes. We 
need also to note that the BCH codes are defined with the specification of the 
length of the code n, and the error correction parameter t, and that the 
parameter k, the information bit block length, is not known until after the 
generator polynomial gt(z) is specified according to the definition given 
above. 

We now present examples of the construction of generator polynomial 
that defines a binary BCH code. 

Example 5.32 As our first example, let us construct all binary BCH codes of 
block length 15. In Table 6.8 of Section 6.2.1, the conjugate classes of roots 
in G F ( ~ ~ )  = GF(16) generated by the primitive polynomial f (x) = 1 + x + 

The topic of extended Galois fields and their generation is treated in Section 6.2. 
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x4 are shown, and the minimal polynomial for the element a' is denoted as 
Mi(x), which is also the minimal polynomial for all the elements belonging 
to the same conjugate class of which a' is a member. For example, in Table 
6.8, Ml(x) = M2(x) = M4(x) = M8(x) and M3(x) = M6(x) = M12(x) = 
M9 (x), and so forth. 

Let us now denote by BCH(n, k, t )  a t-error correcting BCH code 
with block length n with k information bits, and by gt(x) the generator 
polynomial of BCH(n, k, t). The definition of the generator polynomial 
gt(x) is 

gt(x) = product of distinct minimal polynomials of {a, a2, a3, . . . , a2t} 

Now, for t  = 1: 

g1 (x) = product of distinct minimal polynomials of {a ,  a2) = Ml (x) 

The degree of gl(x) is 4; that is, n - k = 4, and therefore k = 11. This code 
is BCH (15,11, I ) ,  which denotes an (n, k) = (15 , l l )  single-error-correcting 
Hamming code. For t = 2: 

g2 (x) = product of distinct minimal polynomials of {a ,  a2, a3, a4) 

= MI (x)M3(x) = (1 + x + x4)(1 + x + x2 + x3 + x4) 

= i + x 4 + x 6 + x 7 + x 8  

The degree of g2(x) is 8; that is, n - k = 8, and therefore k = 7. This code is 
denoted as BCH (15,7,2), which is also known as a double-error-correcting 
(15,7) cyclic code. For t = 3: 

g3(x) = product of distinct minimal polynomials of {a, a2, a3, a4, as, a6} 

= M1(x)M3(x)M5(4 

= (1 + + ~ 4 ) ( 1  + + x2 + ~3 + ~ 4 ) ( 1  + It: + x ~ )  

= l + x + x 2 + x 4 + x 5 + x 8 + x 1 0  

We see that deg[g3(x)] = n - k = 10 = number of parity check bits, and 
k = 5. This code is denoted BCH (15,5,3). 
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The BCH codes are cyclic and the codewords have the elements a ,  a2, 
. . . , as roots and thus we can choose the generator polynomial gt(x) as 
the least common multiple (LCM) of the minimal polynomials of these roots; 
that is: 

where Mi(x) is the minimal polynomial of ai. From the definition of the 
conjugate class in the extended Galois field GF(2m) generated by an 
irreducible primitive polynomial of degree m, we know that the even-power 
elements {a2', 1 5 i 5 2m-2) of ai E GF(2m) are the roots of the same 
minimal polynomial Mi(x). Therefore, we can restate the definition of the 
generator polynomial of the code BCH (n, k, t )  given in (5.62a) and write 
instead 

It is also obvious that the generator polynomial gt(x) of a t-error correcting 
BCH code, obtained from (5.62b), has a degree no greater than mt, because 
the minimal polynomial of an element in GF(2m) has a degree no greater 
than m. This fact implies that the number of parity check digits (n - k) is 
5 mt, as we stated at the beginning of this section. 

Example 5.33 Let us construct all binary BCH (n, k, t )  codes having 
n = 31. From Table 6.9 of Section 6.2.1 and the generator polynomial 
definition of (5.62b), we have the following results: 

For t = 1, gl(x) = Ml(x) = 1 + x 2  + x 5  -t n -  k = 5 -t k = 26 

This code is BCH (31,26,1) with code rate R, = k/n = 26/31. For t = 2: 

The number of parity check digits is n - k = 10 -t k = 21 -t 
BCH (31,21,2) with R, = 21/31. For t = 3: 
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n - k = 15 --+ k = 16 --+ BCH (31,16,3) with R, = 16/31. If we continue, 
we find that the four-error correcting BCH code and the five-error correcting 
BCH code have identical generator polynomials because M9 (x) = M5 (x) . 

BCH codes can also be classified as being either primitive or non- 
primitive BCH codes. For a primitive BCH code, the block length n is 
2m - 1, whereas for a nonprimitive BCH code, n may be any other odd 
number. Because a is a primitive element of GF(2m), its order (see (6.8)) is 
2m - 1, which is the block length of a BCH code. Thus, the above definition 
for a BCH code is that of a primitive BCH code. If, however, 2m - 1 is 
factorable, 2t consecutive powers of some nonprimitive element of GF(2") 
may instead be specified as roots of the codewords. The BCH code so 
generated is a nonprimitive BCH code and it has a block length that divides 
2m - 1. In our discussions of the BCH codes, we confine our attention to 
primitive BCH codes. 

Tables 5.18 through 5.20, adapted from [19], show the parameters of all 
I primitive BCH (n, k, t)  codes of length n = 2m - 1 up to n = 1023. From 
I 

Tables 5.18 through 5.20, we observe the following: for t = 1 and t = 2, 
n - k = mt; and for t > 2, n - k < mt, where n = 2m - 1. For the single- 
error correcting BCH (n, k, 1) codes, n - k = m; these codes are cyclic 
Hamming codes. 

If our objective were the discussion of the decoding of t-error correcting 
BCH codes, we then would need to proceed with the subject of syndrome 
calculations for BCH codes. As we have stated at the outset of this chapter, 
our interest is limited to consideration of error detection of the codewords 
only. For this reason, we now move on the subject of frame quality 
indicators used in IS-95 and in CDMA PCS systems. 

5.1 0 Frame and Message Structure Quality Indicators 

We now return to the discussion of CRC codes. For example, the 9,600-bps 
and 4,800-bps frames of the forward link traffic channel, each including a 
frame quality indicator (FQI), were shown in Figure 5.9. These FQIs are 
based on CRC coding schemes that support two functions at the 
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Table 5.18 Binary BCH codes generated by primitive elements of order n < 255 

n k t  
7 4 1  

Table 5.19 Binary BCH codes generated by primitive elements of order n = 511 
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Table 5.20 Binary BCH codes generated by primitive elements of order n = 1,023 

receiver. The first function is to determine whether the frame (packet) is 
received in error. The second function is to assist in the determination of the 
data rate of the received frame [I]; the final decision on the data rate is made 
at the decoder of the convolutional code. The FQI assists in the deter- 
mination of the data rate in that the incoming symbols are fed into both 
9,600-bps and 4,800-bps FQI detectors, so that an error-free frame can always 
be identified correctly. In the discussions to follow, we describe CRC 
computations used in both forward and reverse links in the IS-95 cellular 
system as well as CDMA PCS systems. 

5.10.1 CRC Computations for the Forward Link Channels 

The forward link traffic channel frame structures for 9,600 bps and 4,800 bps, 
shown previously in Figure 5.9, are redrawn in Figure 5.23. 
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F = CRC frame quality indicator. T = encoder tail bits 

1,- 192 bits (20 ms) _I 
9,600-bps frame I 172 

Information bits F T 

1,- 96 bits (20 ms) 'I 

Information bits F T 

4.800-bps frame 

Figure 5.23 Forward traffic channel frame structures for 9,600-bps and 4,800-bps frames. 

For both the 9,600-bps and 4,800-bps rates, the CRC bits are calculated on all 
bits within the frame, except the FQI itself and the convolutional encoder tail 
bits. The 9,600-bps transmission rate uses a 12-bit FQI, and the generator 
polynomial for this FQI is 

80 

and its encoder circuit is shown in Figure 5.24 (adapted from Figure 7.1.3.5.2- 
1 of [10. Note from the figures and the descriptions given above that this is a 
linear cyclic code with (n, k) = (172 + 12, 172) = (184, 12). Although the 
convolutional encoder tail bits are part of the 192-bit frame, they do not 
influence the FQI, and hence they are excluded from entering into the 
encoder circuit. 

The 4,800-bps transmission rate uses an 8-bit FQI and its generator 
polynomial is 

The FQIYs encoder circuit is shown in Figure 5.25 (adapted from Figure 
7.1.3.5.2.1-2 of [ID. 

Figures 5.24 and 5.25 are nothing more than examples of the (n,  k) 
cyclic code in systematic form that we have described in Section 5.8.1, along 
with the encoder circuit shown in Figure 5.15 and its procedures. However, 
there is one difference between what was described in the encoding 
procedures of Section 5.8.1 and what is described in IS-95 concerning the 
initial loading of the elements in the shift registers. IS-95 gives the following 
procedure: 

8 8 



Figure 5.24 Forward traffic channel FQI calculations at the 9,600-bps rate. 

Up for first 172 bits; 
down for last 12 bits 

----. 
Input: m 

Up for first 80 bits; 
down for last 8 bits 

Figure 5.25 Forward traffic channel FQI calculations at the 4,800-bps rate. 
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Initially, all shift register elements are set to logical one6 and the 
switches shall are set in the UP position. 

The register is clocked 172 times (for the 192-bit frame) or 80 times 
(for the 96-bit frame) with the information bits as input. 

0 The bits are transmitted in the order calculated. 

I For a detailed analysis of the encoding processes of these two frame examples, 
we consider the case of 4,800-bps frames (Figure 5.25) and explain how this 
case fits into the subject considered in the encoding of an (n,  k) cyclic code. 
This is an (n, k) = (88, 80) cyclic code, and thus we can analyze the process 
of parity check digit calculation by means of the circuit in Figure 5.25. If we 
let xi(t) be the number stored in the register stage Ri of the encoder (see 
Figure 5.15) after clock pulse t and xi(t + I), the number stored in that 
register after clock pulse t + 1, then Figure 5.25 indicates the following 
situation: 

where m(t) is the message bit at time t, which is being shifted into the register 
circuit. IS-95 specifies that the initial loading of the 8-state shift register stages 
is all logical ones, and hence we have the situation shown. 

Initialization of the register to all ones causes the CRC for all-zero data to be 
nonzero. 



Walsh Functions and CRC Codes 537 

Clock XI x2 x3 x4 x5 x6 x7 28 m Initially, all registers are 
t = 0 1 1  1 1  1 1  1 1  1 + loaded with 1's 
1 1 1 1 1 1 1 1 1  +-- The first bit of the 
2 1 1 1 0 0 1 1 0  l l l o l o l o J ~  bit 80-bit sequence information 

0 

78 
79 0 0 1 0 0 0 0 1  
80 0 0 0 1 1 1 1 0  0 

~ 0 0 0 0 1 1 1 1 ~  
t + 88 87 86 85 84 83 82 81 - 1 +- time L 

8 parity-check bits 80 information bits 
I 00001111 1 01 ... 0010 I 

The receiver has two syndrome calculators that are acting as frame error 
(block error) detectors, one for 9,600 bps and the other for 4,800 bps. They 
could be similar to those shown in Figure 5.26, which operate as follows: 

Initially, the switch is in the UP position and all the register stages are 
set to logical one. 

The received vector R = (ro, r l ,  . . . , rrvPl) is shifted into the 
register, where N = 184 for 9,600 bps and N = 88 for 4,800 bps. 

As soon as the entire N bits have been shifted into the register, the 
contents in the (n - k)-stage register form the syndrome, with 
n - k = 12 for 9,600 bps and n - k = 8 for 4,800 bps. 

The syndrome digits are read out either in a ~arallel or in a serial way 
to determine the error or no-error decision. 

IS-95 describes varieties of CRC circuits employed for the forward link. 
Now that we fully understand the mechanism for the CRC circuits, we only 
list the generator polynomials for the CRCs used forframe structures as well 
as message structures. 

The generator polynomial for the CRC for the sync channel message 
structure is given by 
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The generator polynomial for the CRC for the paging channel 
message structure is given by 

0 The generator polynomial for the CRC for the forward link traffic 
channel message structure is given by7 

The procedure for the computation of the CRC for the cases pertaining to 
these generator polynomials is identical to that described in connection with 
Figure 5.26. 

5.10.2 CRC Computations for the Reverse Link Channels 

The reverse traffic channel frames sent at the 9,600-bps transmission rate 
consist of 192 bits, and the reverse traffic channel frames sent at the 4,800-bps 
transmission rate consist of 96 bits. These are exactly the same structure as 
for the forward link traffic channel frame structures shown in Figure 5.23. 
Thus, the reverse traffic channel FQIs for the 9,600-bps rate and the 4,800- 
bps rate are the same and, therefore, the generator polynomials for the reverse 
link traffic channel 9,600-bps and 4,800-bps rates are given as, respectively: 

g(x) = x 1 2 + x 1 1 + x 1 0 + x 9 + x 8 + x 4 + x + 1  (5.65a) 
and 

g(x) = x8 + x7 + x4 + x3 + x + 1 (5.65b) 

The shift register circuits for these polynomials for the calculations of the 
respective CRCs are shown in Figures 5.24 and 5.25. 

7 This polynomial is the CRC-CCITT polynomial, which is the standard for 
European systems. 
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As for the access channel message CRC, a 30-bit CRC is computed for 
each access channel signaling message. The generator polynomial is identical 
to that for the sync channel message structure, namely 

The generator polynomial for the CRC for the reverse traffic channel 
message structure is the same as for the forward link traffic message structure, 
namely 

Again, the computational procedures by the circuits are identical to those 
described in connection with Figure 5.26, and they are not repeated here. 
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Theory and Application of Pseudonoise 
Sequences 

6.1 Properties of Pseudonoise Sequences 

Pseudorandom or pseudonoise (PN) sequences are used in data scrambling in 
the IS-95 system as well as for spread-spectrum modulation. Data scrambling 
is achieved by changing the data sequence "randomly" or in a noise-like 
fashion before transmission. At the receiver, the scrambled sequence is 
"changed back" to the original data sequence. The two concepts, "ran- 
domness" and "changing back," are the key ideas involved in understanding 
the CDMA system. If the generated sequence were completely random, the 
receiver would have no way to change back. On the other hand, if the 
receiver knows how to change back, the sequence cannot be completely 
random. 

Consider the following sequences: 

Data sequence 1 1 0 0 1 0 1 0 0 1 0 1 0 1  ... 
Random sequence 1 0 1 0 0 0 0 1 0 1 1 0 1 0  ... 
Transmitted sequence O 1  1  O 1  O 1  1  O O 1  1  1  1.. . 

The transmitted sequence is a scrambled version of the data sequence obtained 
by the bit-by-bit modulo-2 addition of the data sequence and a random 
sequence. At the receiver, an identical "random" sequence is added to the 
received sequence, which in the absence of noise is the transmitted sequence: 

Transmitted sequence 0  1  1  0  1  0  1  1  0  0  1  1  1  I . . .  
Random sequence 1 0 1 0 0 0 0 1 0 1 1 0 1 0  ... 
Data sequence 1 1 0 0 1 0 1 0 0 1 0 1 0 1  ... 

This illustration reveals two fundamental requirements on the random 
sequence: 
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It must be reproducible at the receiver; 

It must be reproduced in synchronism with the scrambling sequence 
at the transmitter. 

These two requirements make it virtually impossible to use a completely 
random sequence and hence, in practice, we use a sequence that has sufficient 
randomness to be unrecognizable to unintended receivers and yet is deter- 
ministic to make it relatively easy to generate and to synchronize at the 
receiver. 

The most important method of generating such binary sequences is by 
means of a linear feedback shift register (LFSR). For an LFSR sequence 
generator with n stages, the output sequence will always be periodic because, 
whatever the initial conditons of the shift register, after a finite number of 
clock pulses, the initial conditions must eventually be reproduced. Because 
the maximum number of different combinations of n binary digits is 2n, the 
period cannot exceed 2n. Because the all-zero condition, if reached, remains 
in the same state forever, it cannot appear in the shift register if the initial 
condition (initial loading or state) is not all zeros. Therefore, the maximum 
number of possible states is 2n - 1. 

A shift register output sequence with the period 2n - 1 is called a 
"maximal length sequence" or "m-sequence" for short. M-sequences are also 
referred to as "pseudorandom sequences" or PN sequences. When PN 
sequences clocked at very high rates are modulated (multiplied) with data 
sequences in a communications system, such as the IS-95 system, it is a spread- 
spectrum system that provides 10 loglo(RN/Rb) dB of "processing gain," 
where RN is the PN sequence rate and Rb is the data rate. 

An example PN sequence generation with n = 5 (5-stage) is given in 
Figure 6.1 for the case of an initial state (or loading sequence) of 1 0 0 0 0. 
One period of the sequence S generated by the LFSR is 

Modulo-2 adder 
I I 

Output = 000010101 1101 10001 I I 11001 101001 

Figure 6.1 Example n = 5-stage LFSR sequence generator. 

Output 1 - 0  

Clock f 
pulses 

0 0 0  
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The length of this sequence is 25 - 1 = 31, so that it is an m-sequence. The 
sequences that qualify as m-sequences or PN sequences possess the following 
three properties [I]: 

1. The balance property. In a complete period P = 2n - 1 of a PN 
sequence, the number of Is differs from the number of 0s by at most 1. 
This property is observed in the example sequence, as there are 16 1s 
and 15 0s. 

2. The run property. There are (2n - 1 + 1)/2 = 2n-1 runs of con- 
secutive 1s or Os, and half of the runs are of length 1, 1/22 of the runs 
are of length 2, 1 / 2 ~  of the runs are of length 3, etc. There is one run 
(of zeros) is of length n - 1, and 1 run (of Is) is of length n. In the 

n example sequence, let P = Z n  - 1, where n = 5. There are a total of 
25-1 = 16 runs of consecutive 1s and 0s; there are 25-2 = 8 runs of 
length 1 (four runs of 1 and four runs of 0); there are 25-3 = 4 runs of 
length 2 (two runs of 11 and two runs of 00); there are 25-4 = 2 runs of 
length 3 (one run of 111 and one run of 000). There is one run of four 
consecutive Os and one run of five consecutive Is. 

The correlation property. If a complete sequence is compared bit-by- 
bit with any shift of the sequence, the number of agreements minus the 
number of disagreements is always -1; that is, there is one more 
disagreement position than the number of agreement positions. 
Exploitation of this particular property of PN sequences makes it 
possible to design direct sequence @S) spread-spectrum systems, such as 
CDMA systems, as we will have plenty of opportunities to see and 
analyze in this book. 

Let us verify the correlation property with the example of the sequence 
S in (6.1). Suppose we shift the original sequence by four bits and compute 
the correlation. A four-bit is the new sequence ~ ( ~ 1 ,  starting from the fourth 
bit from the end of the sequence (four bits shifted to the right or wrapped 
around from the fourth bit from the end of the sequence). The comparison 
of S and s ( ~ )  reveals the following: 
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Thus the correlation is given, according to (5.35b)) as 

(S, d4)) = (number term-by-term agreements in S and ~ ( ~ 1 )  

- (number of term-by-term disagreements) 

= 31 - 2 . weight ( S  @ S(4)) = -1 (6.3) 

The reader can verify that the correlation between S and any shift of this 
sequence is ( S ,  s(')) = -1  for 1 = 1, 2, . . . ,30. 

In the following sections, we will devote considerable effort to analyze 
these most interesting, mysterious, and useful linear sequences, so that we 
may fully understand and appreciate their use in CDMA cellular and PCS 
systems as a fundamental element of spread-spectrum modulation. 

6.2 Extension Galois Fields and Primitive Polynomials 

In Section 5.3.3, we introduced the concept of a finite field, called a Galois 
field, in connection with the discussion of Walsh sequences over a field of 
binary elements ( 0 ,  1). In that section we also introduced the notion of 
extension field GF(q) = GF(pn), where G F ( p )  was called a field, 
which is asubfield of GF(pn) = GF(q). In this section we present many 
examples of the generating extension fields and develop the relationship that 
exists between maximal-length periodic binary sequences (PN sequences) and 
extension fields. 

The generation of an extension field requires consideration of an 
irreducible polynomial of degree n; that is, a degree-n polynomial that has no 
polynomial factors of degree less than n > 0. Let us now consider generating 
an extension field GF(2"). 

1. Select (pick) an irreducible polynomial of degree n, say, f (x), given by 
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2. Select abstract symbol, say, a, and assume that a is a root of the 
polynomial f (x): 

so that 

3. Now, the 2n elements of Galois field GF(2n) may be taken as the set of 
elements that are powers of a: (0, a', a', a2,. . . , 

Note that we have included a zero element as a unique additive identity 
element, without which the set cannot qualify as a field. Further, note that 
the elements in the set are based on the root a that satisfies the chosen 
irreducible polynomial, f (x). Being a field, the two operations, addition and 
multiplication, are performed on the elements as follows: 

and the addition of any two elements ak and at can be carried out by two 
different methods. One method is to express ak and at in the form of the 
polynomial (6.2-2) for k, t 2 n, so that addition of the coefficients over 
GF(2) of the corresponding powers of a in each of the polynomials may be 
done: 

Example 6.1 Construct an extension field G F ( ~ ~ )  = GF(8). 
Solution: (1) Select an irreducible polynomial of degree 3, say, f (x) = 

1 + x2 + x3. (2) Assume that a is a root of f (x). Then f ( a )  = 

I + a2 + a3 = O + a3 = a2 + 1. (3) We can now construct the Galois 
field G F ( ~ ~ )  and represent the elements in powers of a ,  polynomials over 
GF(2), and sequences (vectors) over GF(2), as shown in Table 6.1. 

In the sequence (vector) representations of the GF(23) elements in 
Table 6.1, we used a fundamental idea in any sequence (or coding) theory. 
That is, the idea of representing a polynomial by a sequence, by reading the 
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Table 6.1 Representation of GF(Z3) generated from f (x) = 1 + x2 + x3 : a3 = a2 + 1 

coefficients over GF(2) or vice versa. As we see later, this idea gave impetus 
to the development of modern sequence and coding theories. In the present 
example of GF(23), generated by the irreducible monicl binary polynomial 
f ( x )  = x3 + x2  + 1, additions and multiplications are performed in the ways 
suggested previously. From Table 6.1: 

0 and Powers of a 

0 = 
= 

= 

a2 = 

Note that a3 + a5 = ( 1  0  1) + (0 1  1) = ( 1  1  0 )  = a6 

a 5 + a 6 = ( 0  1 1 ) + ( 1  1 0 ) = ( 1  0  1 ) = a 3  

For multiplications of the elements: 

Polynomials over GF(2) 

0 

1 

a 

a2 

A polynomial is called "monic" if the coefficient of the highest power is 1. In fact, 
all polynomials over GF(2) are monic polynomials. 

- - 

Sequence over GF(2) 

0  0  0  

0 0 1  

0 1 0  

1 0 0  
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We can quickly observe all the properties of the Galois field elements, such as 
additive and multiplicative identity elements, from the GF(Z3) addition and 
multiplication tables that are shown in Table 6.2. 

Another method, using the so-called Zech's log table, carries out the 
addition of two field elements given in powers of the root element a. Two 
elements ai and aj can be added using the rule 

Table 6.2 Addition and multiplication tables for GF(23) generated by f (x) = x3 + x + 1 
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For 
We 
for 
(01 

example, in computing a4 + a6 = a4(l + a2) = a4aZ(2),  what is 2(2)? 
can answer this question by constructing a table called "Zech's log table" 
Z(i), an integer, such that 1 + ai = az(') for the field GF(q) = 
1, a, ... , at, ... , a ~ - 2  ), 0 5 i 5 q - 2. An example illustrates the 

method of constructing Zech's log table. 

Example 6.2 Consider GF(23) = GF(8) generated by the irreducible poly- 
nomial f ( x ) = x 3 + x 2 + 1  with a 3 = a 2 + 1 .  We determine Z(i), 
0 5 i 5 6, in an ad hoc manner as follows: 

1. 1 + a 2 = a 3  +- l + ( ; ~ ~ = a Z ( ~ )  + Z(2)=3 .  

2 .  l + a O = O  + l+aO=aZ(0) + Z(O)=-00. 

3. l + a =  a'('). 

Using 1 + a2 = a3 and multiplying both sides by a-', 

+,2) = 1 + a - 2 =  a - 2 a 3  = a  

j 1 + = a-2m0d7 = a5 + Z(1) = 5. 

4. 1 + a3 = a2 1 + a3 = = a2 + Z(3) = 2. 
2 

5. 1 + a4 = (1 + a') = (a3)2 = a6 +- Z(4) = 6. 

6. 1 + a 5 = a f r o m 3 .  =$- l + ~ ~ = a ~ ( ~ ) = a  + Z(5)=1 .  

7. 1 + a6 = (1 + a312 = (a212 = a4 =+ Z(6) = 4. 

Thus, we construct Zech's log table for the specific case of a3 = a2 + 1 as 
shown below: 

Using this table, we have 

which is verified to be correct from Table 6.2.  

Example 6.3 Construct G F ( ~ ~ )  using the irreducible binary polynomial 
f (x) = x4 + x + 1. 
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Solution: Assuming a to be a root of the polynomial, we have 
a4 = a + 1. The reader can now construct Zech's log table and the addition 
and multiplication tables, respectively, as shown in Tables 6.3, 6.4, and 6.5. 

The least positive integer P for which aP = 1 is called the order of 
element a. If the order of a is P, then the elements a', a', a2, . . . , aP-l are 
all distinct, and thus the order of an element is the number of distinctive 
powers of that element. If P = 2n - 1, where n is the degree of the 
irreducible polynomial that generated the GF(2"), a is called a primitive 

Table 6.3 Zech's log table for G F ( ~ ~ )  generated by f (x) = x4 + x + 1 

Table 6.4 Addition table for GF(z4)  generated by f (x) = x4 + x + 1 
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Table 6.5 Multiplication table for GF(24) generated by f (x) = x4 + x + 1 

element of the field GF(2"). The order of any element ak E GF(2") can be 
calculated from the following formula [2]: 

2" - 1 
Order of ak = 

GCD(2" - 1, k) 

where GCD(n, k) is the greatest common divisor of n and k. We should 
distinguish between the order of the field (number of elements in the field) 
and the order of elements in the field. The order of a7 in the example 
extension field of Tables 6.3 to 6.5 can be calculated as 

24 - 1 - - 15 - 15 
Order of a7 = - - = 15 

GCD(24-1,7) GCD(15,7) 1 
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Any elements of GF(2") whose powers generate all the nonzero elements of 
GF(2") are called primitive. For example, the powers of a4 of G F ( ~ ~ )  = 
GF(16) are: 

which generated (1, a, a2, . . . , a13, d 4 ) ,  and thus a4 is a primitive element 
of GF(24). One can easily verify that a3 is not a primitive element of 
~ ~ ( 2 ~ 1 .  

Example 6.4 Let us construct GF(25) = GF(32) using an irreducible poly- 
nomial of degree 5: f (x) = x5 + x2 + 1. Again using a as a root of f (x), we 
have a5 = a2 + 1 and Table 6.6 gives its representations. 

A polynomial f (x) of degree n that gives a complete set of 2" 
distinctive elements, including 0, is called a primitive polynomial. Alterna- 
tively, an irreducible polynomial f (x) of degree n is said to be primitive if 
f ( a )  = 0 where a is a primitive element of GF(2"). We hasten to say here 
that an LFSR that is mechanized, based on a primitive polynomial, generates 
a maximal-length (PN) sequence. We present the development of this subject 
after some additional coverage of relevant materials in this and subsequent 
sections. It is not easy to recognize a ~rimitive polynomial. However, there 
are tables of polynomials in which primitive polynomials are indicated. We 
also cover this subject later on. 

6.2.1 Roots of Primitive Polynomials and Maximal-Length Binary 
Sequences 

We considered several examples of Galois fields GF(2") and gave repre- 
sentations of the fields for n = 3, 4, and 5. The set of field elements in 
GF(2") generated from an irreducible binary polynomial of degree n,  say, 
f (x), contains 2" - 1 nonzero elements and the zero element. We now 
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Table 6.6 A representation of GF(25) generated from x5 + x2 + 1 

Polynomials over GF(2) 
0 

Seauence over GF(2) 

see that n roots of any degree-n irreducible binary polynomial can be found 
in the Galois field GF(2n). 
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Let us first recognize, however, some fundamental facts about the roots 
of polynomials in a field of characteristic p = 2 [see (5.21)]; that is, over 
GF(2): If xo is a root of any polynomial over GF(2), then xi  , x: , x: , . . . , 

,,-I 

xo are also the roots of the polynomial. To see this, let us consider 

f (x) = a0 + alx + . . . + an-l xn-l + xn 

Now, because xo is a root of f (x), we have 

f (xo) = a0 + alxo + . . - + an-1 xg-' + x$ = 0 

To see that xi  is also a root of f (x), we need to calculate 

2(n-1) f (xi) = a0 + alxi  + . . . + an-1 xo + x? 

= a0 + al (xi) + . . - + a,-l(xi)n-l + (xi 

We say that (6.9~) is identical to 

2 
(a0 + also + - + a,-1 xg-' + x$) 

because, when we expand (6.9d), we obtain the terms equal to (6.9~) plus 
"cross terms" with coefficients of the form 2 x ( . ). But 2 = 1 + 1 = 0 in a 
field of characteristic 2; that is, under modulo-2 addition. Thus, we have 

2"-1 
We can continue this process to show that xt , x: , . . . , xo are also roots of 
the polynomial f (x). 

Therefore, in the Galois field G F ( ~ ~ ) ,  if a is a root of 1 + x2 + x3, then 
a2 and a4 are also roots of the polynomial. The fact that a ,  a2,  and a4 are all 
roots of 1 + x2 + x3 can be seen as follows: 
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Now a3 E GF(23) is a root of some irreducible polynomial, say, f3(x). 
By the results shown above, f3(a3) = f3(a6) = f3(a5) = 0; that is, a3, a6 ,  
and a12 E a5 are the roots of f3(x). The polynomial f3(x) can be found by 
multiplying the roots: 

It can be verified easily that the order of these roots is 7, and hence f3(x) is 
also a primitive polynomial of degree 3. 

If w represents an element in GF(2n) = (0, 1, a, ... , ( w ~ " - ~ ) ,  the 
elements {w20, w2', w2', . . . , wr-') have the same order and these elements 
are the roots of the polynomial 

n- 1 

M, (x) = n (x - w2') 
i=O 

and this polynomial is called the minimal polynomial of w, and its degree n is 
called the degree of w. The minimal polynomial is the lowest degree monic 
polynomial (one whose highest order term has the coefficient 1) having w as a 
root. In the example just considered, if w = a ,  the minimal polynomial of a ,  
and hence a2 and a4 ,  is the same as the primitive polynomial that generated 
the finite field. The polynomial M3(x) given in (6.11) is the minimal 
polynomial of the elements a3, a6,  and a I2  = a5. Because the elements w, 
w , w ,..., wr-' must have the same minimal polynomial, these elements are 
called conjugates of w, in the sense that the complex numbers "+j" and "-jn 
are called "conjugates" because of their being the roots of the same irreducible 
polynomial x2 + 1. 

We may thus group the elements of GF(2") into conjugate classes, as 
shown in the following examples. 

Example 6.5 Construct a table showing the conjugate classes of roots in 
GF(23) generated by f (x) = 1 + x2 + x3: a3 = a2 + 1. 

Solution: see Table 6.7. Note for future reference that the product of 
the minimal polynomials is given by 
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Table 6.7 Conjugate classes for GF(23) generated by f ( x )  = 1 + x2 + x3 

Conjugate 
classes 

Example 6.6 Construct a table showing the conjugate classes of roots in 
GF(24) generated by f ( x )  = 1 + x + x4: a4  = a + 1. 

Solution: see Table 6.8. 

Minimal 
polynomials 

Mi(.) 

Mo ( x )  = 1 + x 
M ~ ( X )  = 1 + X ~ + X ~  

M3(x)  = 1 + x + x 3  

Note that the order of the root a3 is computed to be, by ( 6 4 ,  
15/GCD(15, 3)  = 1513 = 5, and the order of a5 is 3. Again, the product of 
all the minimal polynomials is 

(1  + X ) ( I  + + ~ 4 ) ( 1  + + x2 + ~3 + x4)(1 + + x 2 ) ( i  + 5 3  + x ~ )  

= 1 + x15 (6.13) 

Order 
of roots 

1 
7 
7 

By looking at the order of the conjugate class, we immediately see whether 
the corresponding minimal polynomial is primitive. Note that M3 ( x )  and 
M 5 ( x )  in the example are irreducible polynomials, but they are not primitive 
polynomials. That is, not every irreducible polynomial is primitive, whereas 
every primitive polynomial is irreducible. In the case of degree4 polynomials 

Table 6.8 Conjugate classes for G F ( ~ ~ )  generated by f ( x )  = 1 + x + x4 

Conjugate 
classes 

(0) 
( 1 )  

{ a ,  a 2 ,  a 4 ,  a 8 )  
{a3 ,  a 6 ,  a12, a 9 )  

{ a 5 ,  alO) 
{a7, a14, a13, a l l )  

Minimal 
polynomials 

Mi ( x )  

Mo ( x )  = 1 + x 
M ~ ( X )  = 1 + x + x ~  
M3(x )  = l + x + x 2 + x 3 + x 4  
M5(x )  = 1 + x + x 2  
M7(x)  = 1 + x3  + x 4  

Order 
of roots 

1 
15 
5 
3 
15 



558 COMA Systems Engineering Handbook 

over GF(2), we note that there are only two primitive polynomials. 

Example 6.7 Construct a table showing the conjugate classes of roots in 
G F ( ~ ~ )  generated by f (x) = 1 + x2 + x5: a5 = a2 + 1. 

Solution: see Table 6.9. 

All of the degree-5 irreducible polynomials are primitive polynomials. 
Since the number 25 - 1 = 31 is a prime number, it follows that GCD(31, k) 
= 1 for all k, which means that every element in G F ( ~ ~ )  is primitive. This is 

an example of a Mersenne2 prime-length code; that is, a prime of the form 
2n - 1, where n is a prime. Not all such numbers are prime, however. For 
example, 2'' - 1 is not a prime. Some Mersenne primes are listed in [I]. 

There is a simple formula that can be used to calculate Np(n), the 
number of primitive polynomials of degree n, and it is given by 

where 4(2n - 1) is Euler's number, which is the number of positive integers 
including 1 that are relatively prime to the numbers less than 2n - 1. Using 
this formula, one can verify that Np(3) = 4(7)/3 = 2 and Np(5) = 
4(31)/5 = 6, which checks out with the examples above. An example list of 
the number of possible primitive polynomials is given in Table 6.10. 

Table 6.9 Conjugate classes for GF(25) generated by f (x) = 1 + x2 + x5 

(0) 
(1) 

{a, a2,  a4,  as, a16) 
{a3, a6, a12, a 2 4 ,  a17) 
{a5, a l O ,  a20,  a9, a18) 
{a7, a14, a28, a25, a19) 
{all, a 2 2 ,  a13, aZ6, a21) 
{a15, a30 ,  a2', a27, a23) 

Order 
of roots 

Conjugate classes 

2 Marin Mersenne (1588-1648), French monk, philosopher, and mathematician, who 
considered the numbers 2P - 1, where p is a prime, in an attempt to find a formula 
for prime numbers. 

Minimal polynomials 
Mi(%) 

Mo(x) = 1 + x 
MI (x) = 1 + x2 + x5 
M3(x)=1+x2+x3+x4+x5  
M5(x) = 1 + x + x 2  +x4 +x5 
M7(x) = 1 + x  + x2 +x3 + x5 
Mll(x) = 1 + x + x 3  +x4 +x5 
M15(x) = 1 + x3 + x5 

1 
3 1 
31 
3 1 
3 1 
31 
3 1 
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Table 6.10 Numbers of primitive polynomials of degree n (2 I n < 20) 

Degree, n 

Q 

Total number of 
primitive polynomials, 
N,(n) = 45(2n - l ) / n  

1 
2 
2 
6 
6 
18 
16 
48 
60 
176 
144 
630 
756 

1,800 
2,048 
7,710 
7,716 

27,594 
24,000 

The field elements of GF(2") can be generated by an LFSR mech- 
anization of a binary primitive polynomial. The elements so generated 
account for every element of the Galois field except the zero element. 

6.2.2 Reciprocal Polynomials and Tables of Irreducible Polynomials 

Consider an irreducible polynomial of degree n given by 

f (x) = 1 + C l X  + c2x2 + . . . + C , - ~ X ~ - ~  + xn 

Then its reciprocalpolynomial f * (x) is given by 



560 COMA Systems Engineering Handbook 

If the degree-n polynomial f (x) of (6.15a) is a representation of an (n + 1)- 
tuple binary sequence 

the sequence represented by the reciprocal polynomial (6.15b) is 

In practice, therefore, we can easily write down the reciprocal polynomial by 
reading backward (denoted by e below) the given sequence, which defined 
the polynomial f (x). The following examples illustrate the method: 

The task of finding the primitive polynomials of degree n is a difficult 
one, although we know, by (6. M), how many there are. Fortunately for prac- 
ticing engineers, tables of irreducible polynomials are available in the 
literature. A well-known source, for example, is W. W. Peterson and E. J. 
Weldon's book [3]. An example entry from the table of Peterson and 
Weldon has the form 

Degree 5 1 45E 3 75G 5 67H 

The numbers 45, 75, and 67 in this example represent the polynomials in 
octal notation: 

4 5 * 1 0 0 1 0 1 * x 5 + x 2 + 1  

7 5 * 1 1 1 1 0 1 * x 5 + x 4 + x 3 + x 2 + 1  

6 7 * 1 1 0 1 1 1 * x 5 + x 4 + x 2 + x + 1  
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The number 1 to the left of 45 means that if a' is assumed to be a root of the 
polynomial 45 = x5 + x2 + 1, with a5 = a2 + 1, then the minimal 
polynomials of a3 and a5 are given by 

A letter E, F, G, or H following the polynomial code in the table indicates 
that the polynomial is primitive, whereas a letter A, B, C, or D indicates that 
the polynomial is not primitive. The number of primitive polynomials in 
degree-n polynomials is always an even number, and they are all reciprocal 
polynomial pairs. The table of Peterson and Weldon shows only half of the 
primitive polynomials, and we can always find their reciprocal polynomials 
by the methods we discussed previously. Some example polynomials were 
selected from Peterson and Weldon's table and are shown in Table 6.11. 

Table 6.1 1 Some primitive polynomials over GF(2). from I31 

beg. - 
2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

Primitive polynomials 

1 7 H + x 2 + x + l  

1 1 3 F + x 3 + x + 1  

1 2 3 F + x 4 + x + l  

1 45F -+ x5 + x2 + 1 

1 103F -+ x6 + x + 1 

1 2 1 1 E + x 7 + x 3 + l  

1 435E + xs+x4+x3+x2+l 

1 1021E -+ x9 + x4 + 1 

1 2011E -+ x1•‹ + x3 + 1 

1 4005E + xu + x2 + 1 

1 10123F -+ x ' ~ + x ~ + x ~ + x + ~  

1 20033F + x ' ~ + x ~ + x ~ + x + ~  

1 42103F + x ' ~ + x ' ~ + x ~ + x + ~  

1 100003F -+ x15 + x + 1 

Deg. - 
16 

17 

18 

19 

20 

2 1 

22 

23 

24 

25 

26 

27 

28 

29 

30 

Primitive polynomials 

1 210013F -+ x ~ ~ + x ' ~ + x ~ + x + ~  

1 400011E + 2'' + x3 + 1 

1 1000201E -+ x" + x7 + 1 

1 2000047F -+ X ' ~ + X ~ + X ~ + X + ~  

1 4000011E -+ xZ0 + x3 + 1 

1 10000005E + x2' + x2 + 1 

1 20000003F -+ xZ2 + x + 1 

1 40000041E -+ xZ3 + x5 + 1 

1 100000207F + x ~ ~ + x ~ + x ~ + x + ~  

1 200000011E + xZ5 + x3 + 1 

1 400000107F -+ x ~ ~ + x ~ + x ~ +  x+l 

1 1000000047E -+ x ~ ~ + x ~ + x ~ + x + ~  

1 2000000011E -+ xZ8 + x3 + 1 

1 4000000005E -+ xZ9 + x2 + 1 

1 10040000007F -+ x ~ ~ + x ~ ~ + x ~ + x + ~  
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6.2.3 Mechanization of Linear Feedback Shift Registers for Binary 
Irreducible Primitive Polynomials 

Consider the general form of a monic binary irreducible primitive poly- 
nomial: 

If we generate GF(2,) with this polynomial, using a as a root (primitive 
element), the set {a0, a', a2, . . . , a2n-2) accounts for the entire Galois field 
except the zero element. These elements can also be generated with "hard- 
ware" called LFSRs. There are two ways of "mechanizing" the binary irre- 
ducible (primitive) polynomial as an LFSR: Particular configurations are 
called the simple shift register generator (SSRG), as shown in Figure 6.2, and 
the modular shift register generator (MSRG), as shown in Figure 6.3. 

The binary storage devices of the LFSR are designated in Figure 6.2 as 
R1 , R2,. . . , R, as each successive stage of the shift register. The coefficients 

Figure 6.2 SSRG configuration of 
f (x) = 1 + ClX + c2x2 + . . . + cixi + . . . + C , - ~ X ~ - ~  + xn. 

clock 1 1 1 I 

Figure 6.3 MSRG configuration of 
f (x) = 1 + ClX + c2x2 + . . . + cixi + . . . + c , - ~ x ~ - ~  + 2". 
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CI , cz , . . . , c,-1 of the polynomial play the role of "switches" in the 
mechanization. Note that the output of each stage Ri is connected to a 
modulo-2 adder through the switch ci as a "tap" of the shift register. 
Therefore, if ci = 0 for some stage i, there is no tap connection to the 
modulo-2 adder (and no adder), whereas if ci = 1, the tap connection is made 
to the modulo-:! adder. Each register stage Ri is also identified with the power 
term xi of the defining polynomial. When the proper tap connections are 
made in accordance with the given binary irreducible primitive polynomial, 
the combined (modulo-2 added) output of each stage is feedback to the first 
stage of the LFSR, R1. To initiate the operation of the LFSR, we "load" an 
n-tuple sequence (vector) in the n-stage register and start clock pulses at an 
appropriate rate of design choice. As seen in the examples that follow, a 
nonzero n-tuple vector (loading vector) produces 2, - 1 distinct vectors in 
the register as the clock moves on. All the distinct 2, - 1 n-tuple vectors 
account for the sequence (or vector) representations of the Galois field 
elements of GF(2"), except the zero vector. 

Another configuration for the mechanization of the primitive 
polynomial (6.16) is the MSRG shown in Figure 6.3. A distinct feature of the 
MSRG configuration is that the output of the last stage R, is being fed back 
to each stage through the switches {ci) as shown in the figure. Note that the 
last stage is always fed back to the first stage R1 , and the output of stage Ri is 
modulo-2 added to the output of the last stage R, , provided that ci # 0, and 

f fed to the next stage, Ri+l . Note that the configuration of the n-stage MSRG 
1 is to draw a modulo-2 adder at the output of each stage Ri if and only if the 

polynomial's coefficient ci is not zero. If ci = 0, the output of the stage Ri is 
directly shifted to the next stage. As in the case of the SSRG configuration, 
each register stage Ri is also identified with the power term xi of the defining 
polynomial. When the n-stage register is loaded an n-tuple nonzero vector 
and starts shifting at the rate of the clock ~ulses, all of the nonzero elements 
in the Galois field GF(2,) are ~roduced as the contents of the LFSR. 

When the output is taken from the last stage of either the SSRG or the 
MSRG, the resulting sequence of length 2, - 1 is a pseudonoise sequence, 
which is one version (phase shift) out of 2" - 1 ~ossible sequences. It is 
generated with a particular loading vector consisting of an n-tuple chosen 
from the 2, - 1 possible choices. 

When the output is taken from the last stages of an SSRG and an 
MSRG, the resulting sequences are PN sequences. They are not the same PN 
sequences, however, in that they are not shifted versions of one another. In 
other words, they are distinct PN sequences. If the same PN sequences are 
desired from both an SSRG and an MSRG, we should mechanize the SSRG 
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and MSRG in accordance with reciprocal polynomial pairs. Suppose we 
mechanize a given primitive polynomial f (x) as an SSRG first, as shown in 
Figure 6.2, to generate a PN sequence. Then the same PN sequence can also 
be generated with an MSRG if we mechanize the reciprocal polynomial 
f *(x) = xn f (x-l). The sequence so generated from the MSRG is the same 
sequence as generated from the SSRG, with only a possible relative phase 
difference. We consider several examples to show these relationships. 

Another fact that needs to be pointed out is the sequence in which the 
Galois field elements are generated by an SSRG or an MSRG. Although both 
generators produce Galois fields GF(2"), an MSRG generates the successive 
powers of the loading vector in GF(2"), while an SSRG generates the 
elements in an arbitrary order. An example will illustrate this important fact 
below. Before taking up the examples that show many of these interesting 
properties related to the LFSRs, let us describe briefly the operations of the 
LFSRs. 

If xi(t) is the number stored in Ri of the SSRG of Figure 6.2 after clock 
~ u l s e  t and xi(t + 1) is the number stored in Ri after clock pulse t + 1, for the 
polynomial shown in (6.16) we can write 

where the addition is modulo-2. In matrix form, 

where 

and 
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The column vectors X ( t )  and X( t  + 1 )  are the "state" or content of the shift 
register after clock pulses t and t + I, respectively, and Ts is called the 
characteristic matrix of the SSRG. The primitive polynomial that generates 
the PN sequence is also called the characteristic polynomial, in the same sense 
that the matrix Ts is called the characteristic matrix. 

For the MSRG of Figure 6.3, the transition equations are 

The matrix form of these equation is the same as (6.17a), except that the 
characteristic matrix for the MSRG is 

Example 6.8 Consider the irreducible primitive polynomial f (x) = 1 + x2 
+ x3. Mechanize an SSRG and an MSRG PN based on this polynomial, and 

list the state vectors as the clock pulses move on. 
Solution: We use the characteristic matrix to compute the successive 

state vectors: 
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for an MSRG 

The two configurations are illustrated in Figure 6.4. If we assume that the 
initial state vector is x T ( 0 )  = [0 0 11, the succession of states for the two dif- 
ferent LFSR configurations are as shown below in Table 6.12. 

Figure 6.4 SSRG and MSRG mechanizations of f (x) = x3 + x2 + 1. 

Table 6.12 Succession of SSRG and MSRG states 

Clock 
t = O  
t = l  
t = 2  
t = 3  
t = 4  
t = 5  
t = 6  

MSRG SSRG 
I State vectors 

R3 R2 R i  
0 0 1  
0 1 0  
1 0 1  
0 1 1  
1 1  1 
1 1 0  
1 0 0  

State vectors 
in powers of a 

1  
a 
a3 

a5 
a4 
a6 
a4 

Output from R3 = 0  0  1 0  1 1 1 
Output from R2 = 0  1 0  1 1 1 0  
Output from RI = 1 0  1 1 1 0  0  

R3 R2 R i  
0 0 1  

in powers of a 
1  

0 1 0  
1 0 0  
1 0 1  
1 1 1  
0 1 1  
1 1 0  

a 
a2 
a3 
a4 
a5 
a6 

Output from R3 = 0  0  1 1 1 0  1 
Output from R2 = 0  1 0  0  1 1 1 
Output from R1 = 1 0  0  1 1 1 0  
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Observations on the examde solutions in Table 6.12: The mechaniza- 
tions of the primitive polynomial f (x) = x3 + x2 + 1 were done according to 
the rules stated. That is, for the SSRG configuration, the output of register 
R2 is tapped (connected) to the modulo-:! adder feeding back to the input of 
the shift register because the coefficient c2 = 1. For the MSRG, since c:, = 1 - 
there is a modulo-2 adder at the output of R2 to combine this output with the 
feedback from the output of R3, with the output of the adder shifted to R3,  
as shown in the diagram in Figure 6.4. T ~ ~ - S S R G  operation and its state 
vectors were computed as follows: 

From Table 6.1, which shows the representation of GF(23) generated by 
f (x) = 1 + x2 + x3, in powers of a and polynomials over GF(2), we can 
identify the state vectors in 3-tuples as "state vectors in powers of a" as shown 
in Table 6.12. Note that the generation of the SSRG state vectors is not in 
the order of successive powers of a in the field G F ( ~ ~ ) .  On  the other hand, 
the state vectors in 3-tuples for the MSRG are given as the successive powers 
of a in the field G F ( ~ ~ ) ,  according to the same table. The mechanization of 
irreducible binary polynomials in the MSRG configuration is an important 
~ractical application of the theory of PN sequence generation, as well as in 
cyclic code applications (discussed in Chapter 5). 

Another distinct difference that can be seen in Table 6.12 between the 
two PN sequences generated by the SSRG and the MSRG is that, for the 
SSRG, the outputs taken from R3 and R2 are one-bit delayed versions of the 
previous stage's outputs. The same cannot be said about the MSRG, how- 
ever. While the output of the SSRG taken from stage R,-i (i = l, 2 , .  . . , 
n - 2) is a simple one-bit delayed version of the sequence from stage &-(i+l), 
such a relationship does not exist in the case of the MSRG. The output from 
each stage of the MSRG configuration is more mathematically involved than 
the simple case of the SSRG. We derive detailed expressions for the MSRG 
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register outputs in a later section. The SSRG output is based on a simple 
recursion relation of the form 

a ( k )  = c l a ( k  - 1)  + c2a(k  - 2 )  + .- .  + c,a(k - n ) ,  k > n ,  ci = 0 or 1 

For this reason, an LFSR configured as an SSRG is also known as the 
Fibonacci configuration (after the mathematician who studied linear recursion) 
[4]. An LFSR configured as an MSRG, on the other hand, is also known as 
the Galois configuration [4] because it is related to Galois field multiplication 
and division, as we have already seen. More is discussed on this topic in 
several sections to come in this chapter. 

Note also from Table 6.12 that the sequence generated by the MSRG is 
the reverse of the sequence generated by the SSRG. 

Example 6.9 Mechanize an MSRG configuration for the polynomial of 
Example 6.8 so that the PN sequences generated by it are the same sequences 
as given by the SSRG. 

Solution: Recall that, given f ( x )  = x3 + x2 + 1, we need to obtain the 
reciprocal polynomial f * ( x )  = x3 f (z-') and mechanize f * ( x )  in an MSRG 
configuration to get the same PN sequence. Now, 

The mechanization of f * ( x )  is as shown in Figure 6.5, with the succession of 
states as shown in Table 6.13. Note that Table 6.1 cannot be used to identify 
the state vectors with powers of a, because a different degree3 characteristic 
polynomial is involved. Note in Table 6.13 that the output sequence taken 
from the last stage, R3, is the same as that for the SSRG in the previous 
example (Table 6.12). Had we started the generation of the sequence with the 
initial state vector 1 1 1 instead of 0 0 1, the output would have been 1 1 0 0 1 
0 1, which is a 4-bit delayed version of the output sequence taken from R3 of 
the SSRG in the Example 6.8. 

Figure 6.5 MSRG mechanization of f * (x )  = x3 + x + 1. 
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Table 6.13 Succession of MSRG states for f (x) = x3 + x + 1: a3 = a + 1 

State vectors 
in powers of a 

1 
a 
a2 
a3 
a4 
a5 
a6 

Output from R3 = 0 0 1 0 1 1 1 
Output from R2 = 0 1 0 1 1 1 0 
Output from R1 = 1 0 0 1 0 1 1 

Example 6.10 Construct the PN sequence generators for the primitive poly- 
nomial f (x) = 1 + x2 + x5 in both SSRG and MSRG configurations, and 
show the Galois field elements in vectors and in powers of the primitive 
element p. 

Solution: see Figures 6.6 and 6.7, respectively, for the SSRG and MSRG. 

Some important observations on the solutions of this example problem 
are in order: (1) When we compare the sequences taken from the last stage, 
Rs, of the two shift registers, we see that they are identical except for the 
point at which each sequence begins. In other words, these two sequences are 
identical up to a phase shift. (2) Although the output sequences are identical, 
the shift register vectors (Galois field elements) are not generated in the the 
identical order. (3) An MSRG (Galois) configuration is a multiplier of the 
shift register contents by the primitive element P. That is, if the initial vector 
is P2 = 0 0 1 0 0, then, as the clock pulses move on, the register vectors (ex- 
pressed in power form) become P2, P3, P4, . . . , P30, Po, P1. 

Having established the foundations for the theory of pseudorandom or 
pseudonoise sequence generation through the mechanizations of binary irre- 
ducible primitive polynomials of given degree choices, we are now ready to 
embark on keen examinations of the properties of such PN sequences in 
terms of practical generation of arbitrary phase shifts for engineering applica- 
tions. There are some remarkable properties of the PN sequences, and also 
there are many efficient ways of generating the sequences for practical applica- 
tions. The objective of the next few sections is to establish the basis for PN 
sequence generation by means of masks. 



570 COMA Systems Engineering Handbook 

Clock 
t = O  

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

SSRG states (Galois field elements in vector form) 
1 0 0 0 0 
0 1 0 0 0 
1 0 1 0 0 
0 1 0 1 0 
1 0 1 0 1 
1 1 0 1 0 
1 1 1 0 1 
0 1 1 1 0 
1 0 1 1 1 
1 1 0 1 1 
0 1 1 0 1 
0 0 1 1 0 
0 0 0 1 1 
1 0 0 0 1 
1 1 0 0 0 
1 1 1 0 0 
1 1 1 1 0 
1 1 1 1 1 
0 1 1 1 1 
0 0 1 1 1 
1 0 0 1 1 
1 1 0 0 1 
0 1 1 0 0 
1 0 1 1 0 
0 1 0 1 1 
0 0 1 0 1 
1 0 0 1 0 
0 1 0 0 1 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 

Field elements 
in powers of /3 

1 
P 
P5 
p6 
PZ2 
PZ7 
P26 
P12 
P14 
PI6 
P2* 
P20 
P21 
P1•‹ 
P18 
Pl1 
P23 
PI5 
PZ4 
PI3 
PZ5 
PI7 
PI9 
P8 
P9 
P7 
P29 
P30 
P2 
P3 
p4 

Figure 6.6 SSRG (Fibonacci) configuration for f (x) = 1 + x2 + x5. 
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Clock 
t = O  

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

MSRG states (Galois field elements in vector form) 
1 0 0 1 1 
1 1 0 1 1 
1 1 1 1 1 
1 1 1 0 1 
1 1 1 0 0 
0 1 1 1 0 
0 0 1 1 1 
1 0 0 0 1 
1 1 0 1 0 
0 1 1 0 1 
1 0 1 0 0 
0 1 0 1 0 
0 0 1 0 1 
1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 
1 0 0 1 0 
0 1 0 0 1 
1 0 1 1 0 
0 1 0 1 1 
1 0 1 1 1 
1 1 0 0 1 
1 1 1 1 0 
0 1 1 1 1 
1 0 1 0 1 
1 1 0 0 0 
0 1 1 0 0 
0 0 1 1 0 
0 0 0 1 1 

Field elements 
in powers of p 

pi8 
P19 
P20 
P21 
PZ2 
PZ3 
PZ4 
PZ5 
P2" 
PZ7 
PZ8 
PZ9 
P30 

$ = 1 

P1 
P2 
P3 
P4 
P5 
P6 
P7 
P8 
P9 
P1•‹ 
p11 
p12 
p13 
p14 
p15 
p16 
p17 

Figure 6.7 MSRG (Galois) configuration for f*(x) = 1 + x3 + x5. 
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6.2.4 State Vector Variations for PN Sequence Phase Shifts 

Consider an SSRG mechanized from the primitive polynomial f ( x )  of degree 
n. The LFSR for this situation is an n-stage generator with tap connections 
dictated by the given polynomial coefficients {ci  , i = 1, 2 ,  . . . , n). A 
recursion equation of the form given by (6.18) applies for the Fibonacci type 
configuration, that is: 

The output sequence from the SSRG can be denoted as a0 , a1 , a 2 ,  . . . , and 
this sequence can be represented as a polynomial, as we have done previously 
with the construction of Table 6.1: 

It can be shown that the power series for output sequence a(x)  can be 
calculated as the result of dividing a binary polynomial of degree less than n 
by the characteristic polynomial: 

Because gi = 0  or 1, note that excluding g(x )  = 0  there are 2n - 1  possible 
numerator polynomials. For a PN sequence, which has period P = 2n - 1, 
each of the possible numerator polynomials corresponds uniquely to one of 
the possible starting positions or "phase shifts" for the periodic sequence. The 
initial n terms of the sequence a ( x ) ,  which are called the initial conditions 
producing the particular phase shift of the sequence, can be calculated by long 
division, given g ( x ) .  

For example, let f ( x )  = 1  + x  + x3 and g ( x )  = 1  + x .  By long 
division we find that 

l + x  = 1 + x 3 + . 4 + . 5 + x 7 + . l o + . l l + x 1 2 + . . .  
1 + ~ + ~ 3  

'I-bit period 

1 0  0  1 1  1  d l  0 0  1 1  1  o . . .  2z 
conditions 
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Because the sequence is periodic with period P, its algebraic representation 
can be written 

Representation of first period 

In modulo-2 arithmetic, addition and subtraction are the same operation, so 
that the geometric series in this equation can be expressed as 

giving 

Let the first period of the sequence be denoted by the polynomial b(x): 

As written, b(x) is a polynomial of degree 5 P - 1, since up-1 can be zero. 
It is possible, however, to be more specific about the degree of b(x). We 
observe that there is a definite relationship among the degrees of the poly- 
nomials f (x), g(x), and b(x): 

degree = Dg < n-1 degree = Db 5 P-I 

degree = n degree = 1.' 

The implication of the observation about the degree of the polynomial 
representing the first period of the PN sequence is that knowing the degree of 
g(x), we can predict the number of 0s at the end of the first period; that is, 
the result given in (6.200 implies that b(x) ends with 

( P  - 1) - Db = n - 1 - Dg zeros ( 6 m d  
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For example, if g ( x )  = 1 + x  (degree Dg = 1) and f ( x )  = 1 + x + x3 (n = 3) 
we have seen previously that the ~ e r i o d  is P = 7. From this information 
alone, we can say that the number of zeros at the end of the first period is 

Indeed, the first period for this example is 1001110, with the polynomial 
representation b ( x )  = 1 + x3 + x4 + x 5 .  

There are P = 2n - 1 different polynomials b ( x )  for a given primitive 
polynomial f ( x ) ,  and each b ( x )  is uniquely identified with a numerator 
polynomial g ( x ) .  It is convenient to use a particular shift of the sequence as a 
reference, which involves reference cases of g ( x )  and b ( x ) .  The most 
common reference shift for PN sequences is the one for which g ( x )  = 1 (with 
degree Dg = 0). For this case, the degree of b ( x )  - b o ( x )  is Db = 
Dg + P - n = P - n. Let the subscript 0 denote the reference case. Then 
we can write 

Thus the starting bits in the sequence are understood to be those described by 
b o ( x ) ,  and we know that the first period of the sequence l/f ( x )  ends with 
P - 1 - Db = n - 1 zeros. (This fact is very helpful later.) 

Example 6.11 Consider the following sequence example showing the PN 
sequences corresponding to the polynomial g ( x )  for the characteristic poly- 
nomial f ( x )  = 1 + x  + x3: 

Shift, k First period, bk 

Corresponding to the "shift I", we read the first period sequence 0 1 1 1 0  10. 
This sequence is the first period sequence corresponding to the "shift 0" with 
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the entire sequence shifted one bit to the right and the last wrapped around to 
the beginning of the sequence to implement a one-bit circular shift to the 
right. Likewise, the last sequence, 1 1  0  1 0  0  1, is obtained from the first 
sequence by a six-bit circular shift to the right. We want to show the 
relationship between the number of bits shifted and the polynomial g(x). 
For g(x) to correspond to a circular shift of the bits in the first period of 
l/ f (x), it can be shown that 

n g(x) = xk modulo f (x) = gk(x) 

That is, gk(x) must be taken as the remainder after dividing xk by f (x). 
Thus, in the example above, 

xO = 1 + 0 . ( 1 + x + x 3 )  

x1 = x + o - ( 1 + x + x 3 )  

x2 = x2 + 0 .  (I + + ~ 3 )  

2 3  = 1 + x + 1 . ( 1 + x + x 3 )  

x4 = x + x 2 + x - ( 1 + x + x 3  

What we have observed is that k, the number of bits being circularly shifted, is 
the same k in g(x) = xk in (6.21b). Thus, we can always relate the shifted PN 
sequence to numerator polynomial given in power form. 

Note that when the numerator gk(x) has more than one 
nonzero term, the sequence shift ak(x) is the superposition of other shifts. 
For example, for the fourth shift, 

bl : 0 1 1 1 0 1 0  An illustration of the 
b2 : @ 0 0 1 1 1 0 1  closure property 
b4 : 0 1 0 0 1 1 1  of PN sequences 
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Note that the sequence b4 is obtained as the modulo-2 sum of sequences bl 
and b2. This observation is also made in terms of g4(x), in that g4(x) is the 
sum of gl (x) and g2(x). We extend these observations in what follows. 

In general, any shift of the reference sequence bo can be seen as the 
superposition of one or more of the first n - 1 shifts: 

In summary, there are unique relationships among the polynomials 
representing a particular shift of a PN sequence: 

ak(x), shift k gk (x) = xk modulo f(x), 
degree Dg 

h 
4 

h 
4- 

T 

bk(x), first period, with n - 1 - Dg zeros at end 

6.3 Shift Register Implementation of PN Sequences 

As illustrated in Figure 6.8, a straightforward implementation of a PN 
sequence is to use an n-stage shift register as a delay line and to cause the input 
to the shift register to be a function of its state: 

f (x) = 1 + c1x + c2x2 + 0 . .  + cn-1 xn-l + xn, where ci = O or 1 

Figure 6.8 SSRG implementation with the initial loading vector [anM1, an-2, . . . , a1 , ao 1. 
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Note that to generate the sequence a(x) = a0 + alx + a2x2 + a ,  the shift 
register must be initialized or "loaded" with the first n bits of the sequence. 
The loading or initial state can be calculated from a specified numerator 
polynomial, g(x), by finding (ao ,  a1 , . . . , an-l) as the coefficients of the first 
n terms of the ratio of polynomials g(x)/f(x).  Conversely, given the 
loading3 (ao ,  a1 , . . . , an-l), the numerator polynomial g(x) can be found as 

Example 6.12 Calculation of the loading vector from the numerator poly- 
nomial. Let f (x) = 1 + x3 + x5 and g(x) = 1 + x. The first 5 terms of 
g(x)/ f (x) are found by long division as follows: 

Example 6.13 Calculation of the numerator polynomial from the loading 
vector. Let f (x) = 1 + x3 + x5 and the let the initial loading be (1, 1, 0, 1, 
1). The numerator polynomial is calculated as the degree < n = 5 terms of 
the product of f (x) and the polynomial representation of the loading: 

Previously we identified the register stages with letters R1, Rz , . . . , R, . We now 
designate the contents of the registers by the letters a0 , a1 , az,. . . , a,-1, with a0 
being the content in the last stage R, , the first to be shifted out of the register. 
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In what follows, we examine the effects of the initial loading of the shift 
register upon the sequence at the output of the shift register generator. 
Special cases of the loading are used to establish certain properties of the shift 
register generators. Then certain general properties of the shift register 
generator are found, based on what we have established for the special cases. 

6.3.1 Shift Register Generators With Special Loading Vectors 

Let the loading of an SSRG be 
4 

0 o...o 0 -  - 
n-1 zeros 

as illustrated in Figure 6.9. After the generator starts, the zeros that were 
loaded into the register appear at the output first, then the 1. We know that 
the 1 is the beginning of the reference sequence ao(x) = l/ f (x) because each 
~ e r i o d  of ao(x) ends in n - 1 zeros. Therefore, the output of the shift 
register, which is delayed from the first stage by n - 1 bits, is xn-'/ f (x). It 
follows also for this special case that the sequence appearing at the output of 
stage i is simply ai-'(x) = xi-'/ f (x), i = 1,2, . . . , n. 

From this information, we want to determine the shift register output 
sequences when the initial loading is another special case: all zeros except for 
a 1 in the last stage: 

A 

n-1 zeros 

Figure 6.9 Special SSRG case of loading all zeros except the first stage. 
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Again, we use the fact that the period of the reference sequence 11 f (x) 
ends in n - 1 zeros. With the assumed loading, after the generator starts, the 
output of the shift register is a 1 followed by n - 1 zeros-the last n bits of 
the sequence l/f (x). Thus, the output of the shift register is l/ f (x) rotated 
to the right by n bits, as shown in Figure 6.10: 

Because the sequence at the output (nth stage) of the shift register is an n-bit 
shift to the right of the reference sequence, it follows that the sequence at the 
ith stage is an i-bit shift to the right, or xi/ f (x), 1 5 i < n. The situation 
can be understood from the following comparison of the 10...0 loading 
illustrated by Figure 6.9 and the 00.. -01 loading illustrated by Figure 6.10: 

end of l/  f (x) - 
Loading = 1 0 O* 0 0 0 + output = 0 0 0.. .0 0 1 - .  

1 T 
last stage first stage = l/ f (x) 
= xn-l/ f (x) 

end of 11 f (x) 

Loading = 0 0 0 j  0 0 1 + output = 1 6 0.-  .0 0 0- 1.. 
T T 

last stage first stage = x/ f (x) 
= xn/f (x) 

Just as we did for SSRGs, we study the properties of MSRGs for some 
special initial states, then generalize the results that we find for the special 

Figure 6.1 0 Special SSRG case of loading all zeros except the last stage. 
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cases. Let the initialization or loading of an MSRG be - 
n- 1 zeros 

After the generator starts, the zeros loaded into the register appear at the 
output first, then the 1, in the same order as for a SSRG for this special case, 
because as long as the last register has a zero in it, the feedback has no effect. 
Thus, the output sequence for this special case is 

,yz-l 
MSRG special case: loading = 100.. -0 + output = - (6.25) 

f (4 

This case is illustrated in Figure 6.11. Unlike the SSRG for the same loading, 
it is not obvious what the sequence is for any of the other outputs of the 
MSRG stages, except for the first one. 

Another special case: Let the initial loading of an MSRG be - 
n-1 zeros 

After the generator starts, the 1 loaded into the register appears at the output 
first, after which the output depends on the feedback connections, unlike the 
SSRG for this special case. However, because we know the succession of 
states, we can figure out the previous states. 

This loading state is s(P) = Pn-' = Pn-l mod f *(P). Had the register 
been running, the previous n - 1 states would have been s(P) = 1, P, p2,. . . , 
,Bn-2, for which the output would have been a series of n - 1 zeros, the end 

Figure 6.1 1 Special MSRG case of loading all zeros except the first stage. 
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of the sequence l/ f (x). Thus, the output sequence for this special case is 

1 
MSRG special case: loading = 00.. a01 3 output = - (6.26a) 

f (4 

This case is illustrated in Figure 6.12. Again, unlike the SSRG for the same 
loading, it is not obvious what the sequence is for any of the other outputs of 
the MSRG stages, except for the first one. 

From the two special cases, we have observed the following results: 

Initial state, s(P) MSRG output Numerator polynomial, g(x) 

That is, when the initial state polynomial is 

then the numerator polynomial is 

The results for the special cases suggest a relationship between g(x) and the 
reverse of s(P), denoted s* (P) , where 

Figure 6.1 2 Special MSRG case of loading all zeros except the last stage. 
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It is shown in Appendix 6A that in general, the relationship between the 
initial state of the MSRG and the output sequence is 

g ( 4  - xn-ls(x-l) s*(x) Output = - - - - 

f (4 f (4 f (4 

where s*(x) denotes the reverse of s(P), with x substituted for P. In other 
words, the MSRG is a circuit that divides the polynomial representing the 
reverse of the initial state by the characteristic polynomial. 

The relationship has been proved, namely that the numerator poly- 
nomial of the output sequence produced by an MSRG is the reverse of the 
polynomial representing the initial state of the MSRG, as illustrated in Figure 
6.13. 

When s(x) is the initial state vector for the MSRG, the output sequence 
for the MSRG can always be represented by s*(x)/ f (x) . For example, let the 
characteristic polynomial and numerator polynomial of the desired sequence 
be f (a) = 1 + x2 + x5 and g(x) = x2 + x3. Then the sequence is 

n - 1 = 4 zeros 

By inspection of the sequence, which is short enough to calculate in this 
example, we see that the output of the shift register generator is 

with in i t ia l  state d x )  - s*(x) 
f (x) - f (x) Cr - -  

Figure 6.13 Relationship of MSRG initial state to output sequence. 
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g20(x)  x20 modulo f ( x )  -- - 
f (4 f (4 

We observe that the shift of the sequence relative to l /  f ( x )  is the 20th shift 
to the right. The shift can be found algebraically by reversing the modulo 
f ( x )  calculation (substitute 1  = 1  + f ( x )  = x2 + x5 until a single term 
results) : 

xk modulo f ( x )  = g(x)  = x2 + x3 = x2(1 + X )  

For the same characteristic polynomial and numerator polynomial, the gen- 
eration of the specified sequence using an SSRG is straightforward: Because 
f ( x )  is given to be 1 + x2 + x5, the feedback to the input stage consists of the 
modulo-2 addition of the second and fifth stages; also, the initial loading of 
the register is the first n bits of the sequence, 1  1  1  0 0 .  The SSRG imple- 

7 
mentation of the sequence is shown in Figure 6.14. 

To produce the same sequence using an MSRG, we observe that the 

x2 + x3 
Figure 6.14 SSRG implementation of the sequence 

1 + ~ 2 + ~ ~ '  
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By observation of this polynomial, we know that the feedback is combined 
with the output of the third stage giving the MSRG implementation shown in 
Figure 6.15. 

The initial register state of the MSRG is 
A 

s(x) = g* (x )  = x + x2 * 0 1 1 0  0 

We know that successive states of the MSRG may be represented as powers of 
p ,  modulo the reciprocal polynomial, f * ( P )  = 1 + P3 + P5. Using the same 
algorithm we used previously to find k, we find that the power PP that the 
initial state represents is 

PP modulo f * (P )  = s(P) = g* (P )  = P + P2 
= P(1+ P )  = P(P3 + P5 + P )  = P2(1 + P2 + P4) 
= p2(p3 + p5  + p2  + P4) = P4(1 + P + P2 + P3) 
= p4(p3 + p5 + P + P2 + p3)  = P5(1 + P + P4) 
= P5(P3 + p5  + p + P4) = P6(1 + P2 + P3 + P4)  
= p ( p 3  + P5 + P2 + p3 + P4) = P 8 ( l  + P2 + P3) 
= p8(p3 + p5 + p2  + p 3 )  = PIO(l + P3) 
= p10(p3 + p5 + p 3 )  = p15 * ip=] 

The state, power of P modulo f * ( P ) ,  and output sequence for this example 
are shown in Table 6.14. 

6.3.2 Derivation of Sequences at the MSRG Outputs 

We know that the output of the MSRG is the sequence g(x ) /  f ( x ) ,  where the 
numerator polynomial g (x )  is the reverse of the initial state of the shift 

x2 + x3 
Figure 6.15 MSRG implementation of the sequence 

1 + ~ 2 + ~ 5 '  
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Time 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

Table 6.14 States of the MSRG example of f *(x) = 1 + x3 + x5 
State Output 

0 
0 
1 
1 
1 
1 
1 
0 
0 
1 
1 
0 
1 
0 
0 
1 
0 
0 
0 
0 
1 
0 
1 
0 
1 
1 
1 
0 
1 
1 
0 

register when expressed as a polynomial, and that the contents for the 
registers Rn , Rn-1,. . . , R2, R1 at clock pulses t and t + 1 for the MSRG 
configured for f (x) = xn + + . . . + c2x2 + C ~ X  + 1 are related by 

- 
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We derive algebraic expressions for the outputs of the individual registers of 
the MSRG. In matrix form, the transitions may be expressed by the equation 

We used the notation "x" in the polynomial expression to denote a 1-bit delay 
in a sequence, or shift to the right. Thus, if the time-domain notation for a 
sequence a(x)  is A(t), then A(t - 1) corresponds to the sequence x . a(x). 
Similarly, the time-domain sequence notation A(t + 1) corresponds to the 
sequence x-I . a(x) = a(x)/x. From the relation 

rn(t + 1) = cl rn(t) + rn-l(t) 

we may deduce that 

rn-1(t) = cl rn(t) + rn(t + 1) 

where, in the modulo-2 arithmetic, addition and subtraction are the same. 
Thus, in the algebraic notation 

where it is understood that the polynomial arithmetic is taken modulo f (x), 
that is: 

g(x) modulo f (x) 

rn-1 (x) = 
I 

f (4 
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For example, suppose that a five-stage MSRG implements the sequence 

Note that CI = 0 for this example. Then the output of the fourth stage is 

l + O . x  I - (1 + x2)1 modulo (1 + x2 + x5) 

Having found rn_l(x), we ~roceed another step backward in the transition 
and note that 

r,-l(t + 1) = c2 r,(t) + rn-z(t) 
or 

rn-2(t) = c2 r,(t) + rn-l(t + 1) 

Thus, in the algebraic notation, 

. g(x) modulo f (x) 1 
Taking the same example of f (x) = 1 + x2 + x5 and g(x) = 1 + x2, we find 
that the output of the third register is 
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1 + o . x + 1 . x 2  1 ,..2 ( 1  + x2)1 modulo ( 1  + x2 + x 5 )  

[c . x5] modulo ( 1  + x2 + x 5 )  
- - x2 - - x8 modulo ( 1  + x2 + x 5 )  

1  + 2 2  + 2 5  1  + 2 2  + 2 5  

Having seen how the algebraic expression for the MSRG stages is 
developed by working backward from the MSRG output (nth stage), we can 
postulate that the output of the (n - i)th stage is 

1 + C ~ X  + c2x2 + ... + C i  xi . g(x )  modulo f ( x )  
xi 

rn- i (x)  = 1 (6.29) 
f (4 

As a check on this expression, we can apply it to finding the sequence at the 
first stage. Fortunately, we already know that the first stage receives direct 
feedback from the last stage and therefore may be written, rl ( x )  = x  - r , (x ) .  

To find the expression for the first stage, we set n - i = 1, or 
i = n - 1. This results in the formula 

1 + c l x  + c2x2 + . - + c n - l x n - l  
xn-l . g ( x )  modulo f ( x )  

r 1 ( 4  = 
f ( 5 )  

I 
1 xn 

( x )  . g ( 5 )  modulo f ( x )  
xn-l 1 

This result confirms the correctness of the general formula. 
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To continue with the example of f ( x )  = 1  + x2 + x5 and g ( x )  = 
1  + x 2 ,  we find the remaining register outputs, having already found those of 
the third and fourth stages. 

[I+r? ( I  + x 2 ) ]  modulo ( 1  + x2 + x 5 )  
2 3  

r 2 ( 4  = 1  + x2 + 2 5  

[c . x 5 ]  modulo ( 1  + x2 + x 5 )  
- - 2 3  - - x7 modulo ( 1  + x2 + x 5 )  

1  + x2 + 2 5  1  + x 2  + x5  

Finally, the first stage of the example is 

[c . x5]  modulo ( 1  + x2 + x 5 )  
- - x4 - - x6 modulo ( 1  + x2 + x 5 )  

1  + x2 + x5  1 + x 2 f x 5  

6.3.3 The Use of Masks To Select a Sequence Phase Shift 

For both the SSRG and the MSRG implementations of a maximal length 
sequence, we have shown how the particular phase or shift of the sequence 
can be controlled by selecting the initial loading of the shift register. Now we 
show how any desired shift of the sequence can be obtained without changing 
the loading, by combining certain outputs of the shift register stages. Which 
of the outputs are combined is specified by a mask vector. In this section, we 
show how this shift is accomplished for a special value of the shift register 
loading. In a following section, the technique is generalized to apply for any 
value of the loading. 

Recall that the outputs of the stages of an SSRG are known shifts of the 
sequence when the initial loading is all zeros except the first stage, as shown in 
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Figure 6.16. The P = 2n - 1 different shifts of the sequence correspond 
uniquely to the P different numerator polynomials g(x) with degree < n. 

Let a particular sequence be written 

It is easy to see how any shift of the sequence can be synthesized simply by 
combining the outputs of the SSRG for the loading 10.- -00: the mask consists 
of the coefficients of the powers in the polynomial g(x), as illustrated in 
Figure 6.17. Using the polynomial m(x) = mo + mlx + . . . + mn-lxn-' to 
represent the mask vector (mo , ml , . . . , mn-& the method for synthesizing 
the kth shift relative to l/ f (x) is to find m(x) = xk modulo f (x) E g(x). 

For an MSRG, the specification of a mask for the special case of the 
initial loading is different from that of an SSRG, as is shown next. It is based 
on the well-known property that the successive states of the MSRG can be 
represented as successive powers of x, modulo the reciprocal polynomial 
f *(x). The MSRG initial loading of 10-.a00 has the polynomial 
representation so(x) = 1. The first n states for this loading are therefore 
those shown in Table 6.15. Note that each of these states has a weight of 1. 
Because each of the first n states has a weight of 1 when the loading is 10.- .00, 
the MSRG is acting like a simple delay line on which a 1 is "traveling." 
During the first n states for this special loading, the MSRG outputs may be 
thought of as nonoverlapping time pulses as illustrated in Figure 6.18. 

Figure 6.1 6 Outputs of the SSRG stages. 
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6 @ Mask 

Figure 6.17 Sequence phase-shifting with an SSRG and loading 10.. .0. 

The first n bits of the desired sequence can be programmed simply by 
selecting which of the MSRG output pulses are combined. 

The observations made above lead to the following procedure for 
synthesizing an arbitrary shift of the sequence l/ f (z) for the special register 
initial loading 10- . .0: 

Table 6.15 First n states for an MSRG with loading 10.. .O 

I Time I State polynomial I State 

Figure 6.18 MSRG outputs in time for loading 10.. .0. 
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1. To obtain the lcth shift to the right at the output of the MSRG, relative to 
l/ f (x), first find the required numerator polynomial gk(x) = xk modulo 

f (4. 
2. Then, find the mask as the first n terms of the sequence specified by 

gk (x)/ f (x), the division of the required numerator polynomial by f (x). 

3. That is, if the desired sequence is 

gk (x) xk modulo f (x) -- - = a0 + alx + + an-1 xn-' + . 
f ( 4  f ( 4  

then set the "mask polynomial" equal to 

This formula for the mask can also be written 

which denotes the terms of the ratio in the brackets having powers of x less 
than n. 

Example 6.14 Comparison of SSRG and MSRG masks. Let f (x) = 
1 + x + x3, for which the reference sequence is 1110100. . . . For a shift 
register loading of (rl , r2, r3) = 100, the SSRG and MSRG masks to achieve 
different delays are summarized in Table 6.16. 

Table 6.16 SSRG and MSRG masks for f (x) = 1 + x + x3 and loading 100 

Delay, k SSRG mask 
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Thus, the mask for a shift register with the initial loading of 10.. .00 is 

The n bits describing the numerator polynomial, for an SSRG 

The first n bits of the desired shift of the sequence, for an MSRG. 

We have shown how to generate an arbitrary shift of the sequence 
when the initial loading of the SSRG or MSRG is all zeros except for the first 
stage. This technique is useful for rapidly selecting different shifts of the 
sequence while maintaining a reference shift. It even can be used to generate 
several different shifts at the same time, by using multiple masks. Next, we 
show how to extend the synthesis procedure to an arbitrary initial loading, 
which allows us to specify the reference sequence and the desired shift 
independently. 

6.3.4 Relationship Between the Mask and the Sequence Shift for 
Arbitrary Shift Register Loading 

For the initial loading 10.. .00, the output of either the SSRG or the MSRG is 
known to be the shift of the sequence represented by xn-l/f (x). For an 
arbitrary initial loading, the output of the shift register will be some arbitrary 
shift, say the shift represented by 1x4 modulo f (x)]/ f (x)-a different q for 
SSRG and MSRG for the same loading, of course. What must the mask be to 
obtain the kth sequence shift relative to l / f  (x)? This question will be 
answered first for the SSRG, then for the MSRG. 

When the output sequence of the SSRG is xn-'/ f (x), we know from 
(6.30) that the output of the phase shift network must be 

We note in this case that the SSRG output is delayed (shifted to the right) 
with respect to the reference sequence I/  f (x) by n - 1 bits, while the output 
of the phase shift network is delayed by k bits with respect to l/ f (x). 

As time proceeds from the time of initialization, the output of the 
SSRG and the output of the phase-shift network (PSN) advance at the same 
rate. Therefore, they maintain the same relative delay that they had at 
initialization, which is 
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n Relative delay = dk = k - (n - 1) = k - n + 1 (6.33a) 

This relative delay is a function of the mask; that is, it is a function of k. 
Further, if at the output of the SSRG a different initial loading produces the 
shift [xq modulo f (x)]/ f (x), while the mask continues to be m(x) = gk(x), 
the output of the PSN has the same relative delay dk and is the shift [ ~ q + ~ k  
modulo f (x)]/ f (x), as illustrated by Figure 6.19. 

For example, to show how the relative delay between the SSRG output 
and the PSN output is preserved, let the SSRG be connected to implement 
the sequence with characteristic polynomial f (x) = 1 + x + x4, and let us 
consider two initial loadings: 

The special case 1000, which we know produces the sequence 
x3/f ( 4 ,  and 

The arbitrary loading 0101. 

First, we compare the sequence at the output of the SSRG with that out of a 
PSN with the mask m(x) = g4(x) = 1 + x. That is, the mask combines 

+ 
Initial loading = 1 0 ... 0 0 

p y 2 w L \  The mask gk(x) 

f 2 \ effects this relative 

Sequence 
position 
at t=O 

The output \ 
shift is q + dk Arbitrary 
when the initial loading L\ initial loading 
gives shift q and the mask is gk(x) 

delay: 

Figure 6.19 Preservation of relative delay for an SSRG. 
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the register outputs rl and r2 to accomplish the sequence phase shift. The 
comparison is given in Table 6.17, showing that the mask 1100 produces a 1- 
bit relative delay regardless of the initial loading of the shift register. 

The example demonstrates the following important fact for SSRGs with 
arbitrary mask polynomials and arbitrary loading: 

The arbitrary mask polynomial m(x) = xT modulo f (x) (6.33b) 
implements the relative delay dT = T - n + 1 
between the PSN output and the SSRG output, 
for any initial loading. 

What use do we make of this fact? We find the mask polynomial xT modulo 
f (x) - gT(x) that produces the sequence gk(x)/ f (x) at the output of the PSN. 
The steps to be followed are 

1. Find the phase shift of the output of the PSN as a function of the 
initial loading and the mask polynomial. 

Table 6.17 Example of the preservation of delay for an SSRG 

Mask: 1100 ---+ 
Initial loading: 1000 Initial loading: 0101 

Registers Registers 
1234 PSN Output 1234 PSN Output 
1000 1 0101 1 
1100 0 1010 1 
1110 0 1101 0 
11 11 +- relative delay 0 0110 1 
0111 = 1 + 1 001 1 0 
1011 1 1001 1 
0101 1 0100 1 
1010 1 0010 0 
1101 0 0001 0 
01 10 1 1000 1 
0011 0 1100 0 
1001 1 11 10 0 
0100 1 11 11 +- relative delay 0 
0010 0 0111 = 1 + 1 
000 1 0 1011 1 
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2. Solve for the mask polynomial when the PSN output is the kth shift 
of the reference sequence l/ f (x). 

Comment: originally, in the expression dk = k - n + 1 for the relative delay 
in the special case, the expression for the delay was clearly seen to be based on 

Relative delay = PSN output shift (k) - SSRG output shift (n - 1) (6.33~) 

We learned that, in general, the correct interpretation of the expression for - 
the relative delay is 

parameter = k n 
A 

Relative delay = f(6lask polynomial: ;hift register lengd)  (6.33d) 

With the objective of finding the mask polynomial that produces the 
kth shift of the reference sequence, we now formulate a general expression for 
the phase shift at the PSN output. Assume that the mask is gT(x) = xT 
modulo f (x), and that the initial loading of the shift register is such that the 
SSRG output is 

gq (x) xQ modulo f (x) -- - 
f (4 f (4 

It follows that the relative delay is d, = r - n + 1, and the output of the PSN 
is 

to be set to k 

xq+" modulo f (x) zk modulo f (x) x 'q+~-~+l' modulo f (x) 
- - - - (6.330 

f (4 f (4 f (4 

A comparison for special and arbitrary loadings is shown in Figure 6.20. 
To make the output the kth shift, we must have r such that 

which implies that 
Mask polynomial = m(x) = gT(x) (6.331.1) 

where 
r = desired shift (k) - SSRG shift (q) + n - 1 (6.33i) 

The general procedure for finding the SSRG mask required to generate 
the kth shift of the sequence is the following: 
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I SSRG initialized by 
1 0  .... 0 

SSRG with arbitrary I initialization 

I 
Delay = r-n+l 

I 

Mask PSN Mask PSN 
with with 

m b )  = gkb) m(x) = gA.4 

Figure 6.20 Comparison of SSRG masks for special and arbitrary loadings. 

1. Find the shift of the reference SSRG from its numerator polynomial: 

Alternatively, if the initial state [first n terms of the sequence aq(x)] is 
given, then find gq (x) first: 

a,(.) +- gq (x) = aq(x) f (x) (terms of degree < n). 

2. Calculate the mask as 

m(x) = x~-Q+~-' modulo f (x) 

Example 6.15 (SSRG mask) Suppose that it is desired to generate the 10th 
shift of the sequence l/ f (x), where f (x) = 1 + x + x4. (k = 10 and n = 4.) 
The application of the general procedure for the initial loading 1000 takes the 
following steps: 

1. For this special initialization we know that the output of the SSRG is 
shift ( n  - 1) = 3 = q. 

2. The mask is calculated as 

m(x) = xk-~+n-l mod f (x) =  mod f (x) = x ''mod f (x) 

2 = x2 . (X4l2 = x2 . (1 + 2) = 22. (1 + x2) = x 2  + x4 
= x 2 + 1 + x = 1 + x + x 2  =+ 1110 
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Next, we calculate another mask and compare the two later. The application 
of the general procedure for the case of the initial loading 1001 takes the 
following steps: 

1. For this arbitrary initialization, we have to determine the shift (q) of 
the reference SSRG: 

g&) =aq(x)= 1 + x 3  + . . a  

1 + ~ + ~ 4  w 

initialization 

gq(x) = {degree < n terms of (1 + x3) . f (x)) 

2. To find q, we reverse the modular calculation of gq(x): 

3. Now, knowing q the mask for the initialization 1001 is calculated as 

Having calculated the two SSRG masks, one for the special initial 
loading of 1000 and one for the arbitrary initial loading of 1001, we compare 
the SSRG and PSN outputs to observe how the mask formulas applied in 
these two situations have enabled us to produce the same shift (k = 10) at the 
output of the PSN. The comparison is shown in Figure 6.21. 

Now we consider the MSRG shift register configuration. When the 
output of the MSRG is xn-'1 f (x), we know that the output of the PSN is 

when 

m(x) = {first n terms of ak(x)) 
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Time 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

State Output 
1000 1 
1100 0 
1110 1 
Ill1 J l l f  ( x )  1 
0111 0 
1011 0 
0101 1 
1010 0 
1101 0 
0110 0 
0011 1 J 1 / f  (4 
1001 1 
0100 1 
0010 1 
0001 0 

Time 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

State Output 
1001 1 
0100 0 
0010 1 
0001 1 
1000 0 
1100 0 
1110 1 
1111 1 l / f ( x )  0 
0111 0 
1011 0 
0101 1 1 l / W  
1010 1 
1101 1 
0110 1 
0011 0 

Figure 6.21 SSRG mask example. 

As time proceeds, the output of the MSRG and the output of the phase-shift 
network maintain the same relative delay, which is 

A Relative delay = dk = k - (n  - 1)  = k - n + 1 (6.35a) 

This relative delay is a function of the mask; that is, k. Further, if at the 
output of the MSRG, a different initial loading produces the shift [xQ modulo 
f ( x ) ] /  f ( x ) ,  while the mask continues to be m ( x )  = { g k ( ~ ) /  f ( x ) ) ~ ~ ~ < ~ ,  

then the output of the ~hase-shift network will have the same relative delay 
dk and be the sequence shift [ x ~ + ~ k  modulo f ( x ) ] /  f ( x ) ,  as illustrated by 
Figure 6.22. 



600 COMA Systems Engineering Handbook 

P - 2  p-1 

loading gives shifl q 
and the mask is 

Sequence 
position 

Initial loading 

The mask gk(x)/f(x) 
effects this relative delay: 
d k = k - n +  1 

Figure 6.22 Preservation of relative delay for an MSRG. 

For example, to show how the relative delay between the MSRG output and 
PSN output is preserved, let the MSRG be connected to implement the 
sequence with characteristic polynomial f (x) = 1 + x + x4, and let us 
consider two initial loadings: (1) the special case 1000, which we know 
produces the sequence x3/f (2); and (2) the arbitrary loading 0101. Now for 
each of these loadings, let us compare the sequence shift at the output of the 
MSRG with that at the output of a PSN with the mask m(x) = 
{g4(x)/ f ( x ) ) ~ ~ ~ < ~  = 1 + 1000; the comparison is shown in Table 6.18. 

The example demonstrates the following important fact for MSRGs 
with arbitrary mask polynomials and arbitrary loading: 

The mask polynomial m(x) = {gk (x)/ f (x)}deg<n implements (6.35 b) 

the relative delay dk = k - n + 1 between the PSN output 
and the MSRG output, for any initial loading. 

Therefore, if the mask is {g,(x)/ f (x) = [xT modulo f (x)]/ f (x)Ideg<,, and 
the MSRG output is gq(x)/ f (x) = [xq modulo f (x)]/ f (x) , then the relative 
delay is d, = r - n + 1 and the output of the PSN is 
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Table 6.18 Example of the preservation of relative delay for an MSRG 

Initial loading: 1000 
Registers 

1234 - PSN Output 
1000 1 
0100 0 
0010 0 
0001 t relative delay 0 
1001 = 1 + 1 
1101 1 
1111 1 
11 10 1 
0111 0 
1010 1 
0101 0 
1011 1 
1100 1 
0110 0 
0011 0 

Mask: 1000 --+ 
Initial loading: 0101 

Registers 
1234 - PSN Output 
0101 0 
1011 1 
1100 1 
0110 0 
001 1 0 
1000 1 
0100 0 
0010 0 
0001 +- relative delay 0 
1001 = 1 --+ 1 
1101 1 
1111 1 
11 10 1 
0111 0 
1010 1 

The comparison of masks for special and arbitrary MSRG loadings is 
summarized in Figure 6.23. 

To make the output the kth shift, we must have r  such that 

r + q - n + l = k  
which implies that 

Mask polynomial = m(x) = first n terms of - 

where 
k = desired shift, q = MSRG shift 

The general procedure for finding the MSRG mask required to generate 
the kth shift of the sequence is the following: 

1. Find the shift of the reference MSRG from its numerator polynomial: 
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MSRG initialized by 
1 0  .... 0  

MSRG with arbitrary 
initialization 

I 
Delay = r - d l  

I 
Mask PSN gkb)= xkmOd Ax) 

Mask PSN 
with with 

m(x) = gk(x)IJ(X) 
flx) Ax) m(4 = g,(x)ll(x) 

Figure 6.23 Comparison of MSRG masks for special and arbitrary loadings. 

Alternatively, if the initial state s ( x )  is given, then find g q ( x )  first: 

~ ( x )  gq ( x )  = S* ( x )  (reverse of initial state) 

2. Calculate the MSRG mask as 

xk-q++"-' modulo f ( x )  

f (4 deg<n 

Example 6.16 (MSRG mask) Suppose that it is desired to generate the 10th 
shift of the sequence l/ f ( x ) ,  where f ( x )  = 1 + x  + x4 .  (k = 10 and n = 4.) 
We show how to meet this objective for two different MSRG initial loadings. 
For the mechanization of the MSRG, we need the reciprocal polynomial, 
which is f * ( x )  = 1 + x3  + x 4 .  The application of the general procedure for 
the initial loading 1000 follows: 

1. For this special initialization, we know that the output of the MSRG 
is shift (n - 1) = 3 = q. 

2. The parameter for the required mask is r = k - q + n - 1 = 10. 

3. The MSRG mask is calculated as 

modulo f ( x )  ) = { x 'Omodulo f 
m ( x )  = 

deg<n f (4 deg<4 
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The modular calculation gives 

4. The mask giving shift 10 for the loading 1000 is then calculated as 

Next we calculate the mask required for different initial conditions and 
then compare the results of the two masks. The application of the general 
procedure for the initial loading 1001 follows: 

1. For this arbitrary initialization, we have to determine the shift ( q )  of 
the reference MSRG: 

gn(x)  = s*(x)  = reverse of initial state polynomial = 1 + x3 

=+ g,(x) = 1 + x3 = x  + x4 + x3 = x (1+  x2  + 2 3 )  

= X ( X  + x4 + x2 + x ~ )  = x ~ ( I +  x + x 2  + x3 )  

= x2(# + x4 + # + x2 + ~ 3 )  = ~ 4 ( 1 +  + ~ 2 )  

= x4(# + x4 + # + x 2 )  = x 6 ( l  + x 2 )  = x6(1 + x ) ~  

6 4 2  = x  ( x )  =x14 =+ q = 1 4  

2. The mask parameter in this case is r = k - q + n - 1 = 
10 - 14 + 4 - 1 = -1, or r = 15 - 1 = 14, modulo the period, 
which is P = 15. The required mask is 

{ xp-' m;tl)lo f ( x )  x14 modulo f ( x )  
m ( x )  = 

deg<4 

where 
gI4 (x )  = x14 modulo(1 + x  + x4 )  
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The MSRG masks for the two different initial loadings are compared in 
Figure 6.24. 

We have now completed the essential developments for the theory and 
practice of using masks for the generation of PN sequences with desired phase 
shifts by means of either SSRG (Fibonacci) or MSRG (Galois) configurations. 
For the case of MSRG configurations, we have derived formulas for the 
output sequence taken from any stage of the LFSR, and they serve for 
practicing engineers as a means to check or validate mask-based sequence 
generators, among possibly other uses. 

Time State Output Time State Output 

Figure 6.24 MSRG mask example. 
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As far as PN sequence generation is concerned, we now know just 
about everything that needs to be known in terms of generation techniques 
for specific PN code "offsets." In the subsections to follow, we consider 
examples to put these techniques into practice, and in addition, we make 
some observations on the PN sequences that are used in IS-95 systems. 

On  the following pages, we give various examples and illustrations of 
PN sequences and the use of masks to generate shifts of PN sequences, 
including a detailed five-stage MSRG example, discussion of the PN sequences 
specified in IS-95, discussion of the use of long-code offsets for IS-95, and 
derivation of masks for implementing the base station offsets for IS-95. 

6.3.4.1 Five-Stage MSRG Example 

Let the characteristic polynomial for the desired sequence be f (x) = 
1 + x2 + x5. We calculate the MSRG mask for generating the sequence shift 
that is four chips delayed (shifted to the right) from the sequence at the 
MSRG output stage, for any initial loading. That is, for any shift q at the 
MSRG output relative to the reference sequence l/ f (x), we want to find the 
mask that produces the shift q + 4. For concreteness, we first use the 
example of the initial loading 11 111, although the PSN is valid for any initial 
loading. 

The output of the MSRG when the initial loading is 11111 is found as 
follows: The MSRG output sequence can be expressed algebraically as the 
division of s*(x), the reverse of the initial state polynomial, by f (x). Thus, 
the initial loading given for the MSRG informs us directly that the output 
sequence is 

which has the first period (output of the fifth stage) 

n-1 zeros - 
1 1 0 0 1 1 0 1 0 0 1 0 0 0 0  1 0 1  0 1 1 1 0 1 1 0 0 0 1 1 1  

15-chG shift I-+ 1 
f (4 

Our objective is to find the mask that will give a 19-chip shift. 
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In this case, because the sequence is so short, we are able to see that the 
shift of the MSRG output sequence is q = 15 by inspection. Algebraically, 
the shift is determined by reversing the modulo- f (x) calculation of g(x): 

Thus, as illustrated in Figure 6.25, the initial loading 11111 gives the output 
sequence [x15 modulo f (x)]/ f (x) . 

Using the formula for the MSRG register outputs that is given in 
Section 6.3.4, with cl = cs = c4 = 0 and c2 = 1, and knowing that 
g(x) = x15mod f ,  we can determine that the outputs of the first four stages 
are, respectively 

l + O . x  

[ x15]rnod f - - x14mod f 
r4 (x) = rn- (x) = 

f f 

1 + x 2  [T x15] mod f 
- - [x5 - x13]rnod f x18mod f 

r3(x) = rn-2(x) = - - 
f f f 

Figure 6.25 MSRG with initial loading 11 11 1. 
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x15] mod f 
- - x17mod f 

r2(x) = rn-3(x) = 
f f 

(6.36d) 

and 

x15] mod f 
- - x16mod f 

rl(x) = rn-4(x) = 
f 

(6.36e) 
f 

Thus, we deduce that the first periods of the sequences at the outputs of stages 
one through four are 

First stage: 
n- 1 zeros - 

1 1 1 0 0 1 1 0 1 0 0 1 0 0 0 0  1 0 1 0 1  1 1 0 1  1 0 0 0 1  1 
\ 

Y 1 
16-chip shift ' 1  f(4 

Second stage: 
n- 1 zeros - 

1 1 1 1 0 0 1 1 0 1 0 0 1  0 0 0 0  1 0 1  0 1  1 1 0 1  1 0 0 0 1  
\ 

Y 1 
17-chip shift ' 1  f(4 

Third stage: 
n-1 zeros - 

1 1 1 1 1 0 0 1 1 0 1 0 0 1  0 0 0 0  1 0 1  0 1  1 1 0 1  1 0 0 0  
\ 

V - 1 
18-chip shift '1 + f (4 

Fourth stage: 
n-1 zeros - 

1 0 0 1 1 0 1 0 0 1  0 0 0 0  1 0 1 0  1 1  1 0 1  1 0 0 0  1 1  1 1  
\ 

V 1 
1Cchip shift 'I+ f(4 

Having found the sequence shifts at the outputs of each of the five stages of 
the MSRG, we can use them later to check the solution for the MSRG mask 
that we are now going to find analytically. Recall that the analytical proce- 
dure for calculating the mask for an MSRG with arbitrary loading is the 
following: 

1. Determine q, the shift of the MSRG output that is produced by the 
particular initial loading. 
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2. Given the desired shift k relative to l/ f (x), solve for the mask 
parameter r = (k - q + n - 1) mod P, where P = 2n - 1 is the period of 
the sequence; or, given the desired relative delay d, with respect to the 
sequence at the output of the MSRG, solve for r = d, + n - 1. 

3. Calculate the mask as the first n bits of [x' modulo f (x)]/ f (x) . 
As we have already seen, the shift of the output of the MSRG is q = 15, and 
the desired relative delay was stated to be d, = r - n + 1 = 4, where r is the 
mask parameter to be found. Once found, the mask output sequence has this 
same day (shift to the left) relative to the MSRG output sequence for any 
initial loading. Solving for r gives 

Because r > n - 1 = 4, x' has to be reduced modulo f (x) to find the numera- 
tor polynomial g,(x) = xT modulo f (x) that is needed in the calculation of 
the mask. The numerator polynomial x'modulo f (x) for r = 8 that is 
needed to calculate the mask is determined as follows, using the fact that 
f ( x ) =  i + x 2 + x 5 = o  + x ~ = ~ + x ~ :  

The mask is the first five bits of gs(x)/ f (x), or 

This mask combines the outputs of the first and fourth stages of the MSRG to 
produce the desired four-chip relative delay. 

Previously we found the sequences at all the MSRG stages when the 
initial loading is 11 111. Now we are able to demonstrate that the combina- 
tion of the sequences at the first and fourth stages does indeed produce the 
shift of the sequence that is four chips shifted to the right relative to that at 
the MSRG output (fifth stage). The modulo-2 combination of the first and 
fourth shift register stages is 
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First stage: 1 1 1 0 0 1 1 0 1 0 0 1 0 0 0 0 1 0 1 0 1 1 1 0 1 1 0 0 0 1 1  
Fourthstage: 1 0 0 1 1 0 1 0 0 1 0 0 0 0 1 0 1 0 1  1 1 0 1 1 0 0 0 1 1 1 1  

0 1 1 1 0 1 0 0 1 1 0 1 0 0 1 0 0 0 0 1 0 1 0 1 1 1 0 1 1 0 0  

19-chb shift 

Because the MSRG output for this initial loading is the 15-chip shift, the 
relative delay of 19 - 15 = 4 chips is achieved at the output of the PSN. A 
diagram of the PSN that achieves a relative delay of four chips for the MSRG 
with f (x) = 1 + x2 + x5 is in Figure 6.26. 

Now we find the output sequences of the first, fourth, and fifth stages 
for some other, arbitrarily chosen initial loading of the MSRG. We do this to 
demonstrate that the relative delay of four chips is achieved by the PSN with 
the same mask 10010 that was just derived to achieve a four-chip delay for the 

--+ - 
loading 11111. Suppose that instead of 11111 the initial loading is 01011. 
This loading corresponds to the initial state polynomial s(P) = P + P3 + p4. 
For this initial state, we know that the numerator polynomial in the algebraic 
representation of the MSRG output sequence is 

MSRG output: 
n-1 zeros - 

1 1 0 0 1 1 0 1 0 0 1 0 0 0 0  1 0  1 0 1 1 1 0 1 1 0 0 0 1 1 1  

15-chip shift '+ l/ f (x) 

Mask = 1 +x3 

PSN output: 
n-1 zeros - 

0 1 1 1 0 1 0 0 1 1 0 1 0 0 1 0 0 0 0 . 1 0 1  0 1 1 1 0 1 1 0 0  

19-ch;p shift I- l/f (4 

Figure 6.26 Five-stage MSRG mask example for the loading 11111 
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Thus, the output of the MSRG is the sequence 

which has the following as the first period: 

Fifth stage: 
n-1 zeros - 

1 1 1 0 1 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1  0 0 0 0  1 0  1 0  
\ 'I 

27-ch& shift 

Knowing the structure of this particular MSRG, we observe from its diagram 
in Figure 6.27 that the sequence at the outputof the first stage is one chip 
delayed from that of the fifthstage, which is delayed one chip from the 
output of the fourth stage. Thus we have 

First stage: 
n-1 zeros - 

0 1 1 1 0 1 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1  0 0 0 0  1 0  1 

2&h$ shift 

Fourth stage: 
n-1 zeros - 

1 1 0 1 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1  0 0 0 0  1 0  1 0 1  
\ " 

26-chip shift 'I+ 1 
f (4 

+ 
Figure 6.27 MSRG under study. 
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The sequence at the output of the PSN is the modulo-2 sum of the first and 
fourth stages, giving the sequence l/ f (x): 

First stage: 
0 1 1 1 0 1 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1 0 0 0 0 1 0 1  

I --+ 
l/f (4 

Fourth stage: 
1 1 0 1 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1 0 0 0 0 1 0 1 0 1  

I --+ 
l/f (4 

PSN output: 
n-1 zeros 
A 

1 0  1 0 1 1 1 0 1 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1 0 0 0 0  Adiagram 
I 

showing that the four-chip delay of PSN relative to the MSRG output holds 
for the arbitrary initial conditions 01011 is given in Figure 6.28. 

6.3.4.2 PN Sequences Specified in IS-95 

Three PN sequences are specified in the CDMA digital cellular system 
common air interface standard known as IS-95: 

A "long" PN sequence (n = 42) that is used to scramble the user data 
with a different code shift for each user for multiple access purposes. 

Two "short" PN sequences (n = 15) that are used to spread the 
quadrature components of the forward and reverse link waveforms, 
with different code shifts for different cells. 

We examine each of these sequences, particularly the masks that are employed 
to implement code shifts. 

The IS-95 long PN code. The long PN sequence used in IS-95 to scramble 
user data has the following 42-degree characteristic polynomial: 
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MSRG output: 
n-1 zeros 

27-chip shift I+ - 1 

Mask = 1 +2 

PSN output: 
n-1 zeros 

- - 
1 0  1 0 1 1 1 0 1 1 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1  0 0 0 0  

1 -  - 1 
f (4 

, Figure 6.28 Five-stage MSRG mask example for the loading 01011. 

The corresponding reciprocal polynomial is 

Figure 6.29 shows the MSRG implementation of the long code given in IS-95. 
System time for the CDMA cellular system is the same as that 

maintained by GPS. A reference phase shift of the long code, whose period 
lasts over 41 days, is synchronized to the CDMA system clock starting at a 
particular reference time. The reference code phase shift for the long code is 
specified in IS-95 to be the phase of the sequence that is produced when the 
MSRG output is the first logical one after 41 zeros, and the mask is all zeros 
except for a logical one in the most significant bit (MSB): 
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42-bit long-code mask Selected long-code 
phase shift 

Figure 6.29 The IS-95 long PN code generator and mask. 

41 zeros - 
MSRG output: . . . o o o . . . o o o  I . . .  

1' 

Mask: 

Beginning of reference shift 

0 0 0 ~ ~ ~ 0 0 0 1  

From our knowledge of PN sequences and MSRG masks and from this infor- 
mation, we can state the following: 

The MSRG output for the reference phase is the shift described 
algebraically by l/fs(z), because this shift is uniquely identified by a 1 
preceded by n - 1 zeros. + q = 0. 

0 The mask that is specified is the first 42 bits of some shift of the 
sequence: a,(x) = O . z0 + O . z1 + . . . + O . x40 + 1 . x41 + . . .. This shift is 
easily identified as 

The relative delay between the MSRG output and that of the phase 
shifting network therefore is d, = r - (n - 1) = 41 - 41 = 0. 

Therefore the reference long-code phase shift is the sequence 
described by l/ fs(z). 

The masks specified for the long code on the forward link are shown in 
Figure 6.30. The 42-bit long-code masks "command" different shifts of the 
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long-code PN sequence, which is 242 - 1 z 4.4 x 1012 chips long. The masks 
given in IS-95 have a fairly high degree of agreement because they are 
formatted with a certain prefix common to all users. This redundant format 
of the different masks is clearly a convenience. The only significant design 
criteria for the long-code masks, other than this convenience feature, is that 
two simultaneous transmissions should practically never have long-code shifts 
that are within a few chips of each other. 

Although similar in appearance, the masks specify quite different shifts 
of the PN sequence. Because the code is so long, the probability that these 
segments will be the actual ones correlated at a given time is vanishingly 
small. 

ACN: access channel number 
PCN: paging channel number 
BASE-ID: base station identification 
PILOT-PN: PN offset for the forward CDMA channel 
ESN: electronic serial number 

Access channel long-code mask 

41 32 31 28 27 25 24 9 8 0 

Public long-code mask for traffic channels 

1 1 0 0 0 1  1 1  1  

Paging channel long-code mask 

ACN 

41 32 31 0 

Figure 6.30 Long-code masks used in IS-95. 

1 1 0 0 0 1 1 0 0 0  

PCN 

Permuted ESN 

BAS E-ID PILOT-PN 
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Example 6.17 We now illustrate the issues involved in using MSRG masks 
with prefixes, similar to the IS-95 long-code masks shown in Figure 6.30. 
Consider the degree n = 6 PN generator with the characteristic polynomial 
f (x) = 1 + x + x6. Also, to simplify the discussion, let the initial loading be 

106600; for this loading, the mask is identical to the first six bits produced by 
---t 

the PSN. For example, with this loading, if the mask is 101100, then the first 
six bits of the sequence out of the PSN will be 101100. 

One period of the 63-chip sequence l/ f (x) is the following: 

There are 63 possible nonzero 6-bit masks, of the form 

Mask = (ml , m a ,  m3, m4, m:, , m6), mi = 0 or 1 

For the purposes of this discussion, let the first three bits of the mask be a 
prefix that is the same for all users, similar to the IS-95 mask format but on a 
much smaller scale. We show that the selection of such a prefix is not arbi- 
trary: some prefixes are better than others. 

For example, if the prefix is (ml,  m2, m3) = 110, the mask can be 
written IlOxxx, where the last three bits ("xxx") accommodate eight users: 

+ 
Mask@) = IlOxxx, xxx = binary of k = 0, 1,. . . , 7 

The shifts of the 63-chip sequence that are produced by this example mask are 
the eight shifts that begin with 110. We may denote those shifts by pointing 
to their starting positions in the diagram in Figure 6.31. Using this kind of 
diagram, the starting points of the masks formatted with the prefixes 110 and 
111 may be indicated as shown in Figure 6.32. Note how the starting points 
for the prefix 110 are more evenly spaced than those for the prefix 111. There 
is less likelihood that users with different propagation delays have the same 
code phase at the receiver if the   refix is 110 than there is if the prefix is 111. 
More example starting points for different prefixes are illustrated in Figure 
6.33. 

From this simple example, we observe that some mask prefixes are 
better than others. The best prefixes are those without long runs of ones or 
zeros, as the example illustrates. 
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Figure 6.31 Location of code shifts selected by masks ll0xxx. 

llOxxx 
1 1 1  1 1  1  1  1 

111 11 1010101 1001101110110100100111000101 111001010001 10000100000 
t t t t  T t  t  t  

l l lxxx  

Figure 6.32 Location of code shifts selected by l lOxxx  and l l l x x x .  

1 ooxxx 
Ollxxx 

01 oxxx 
OOlxxx 

oooxxx 

Figure 6.33 Additional mask-selected starting positions. 

Predicting the future state of the long PN code generator, as done in IS- 
95 synchronization channel messages, can be done using a transition matrix. 
An example algorithm for accomplishing this task is given in Appendix 6B.3. 

The IS-95 short PN codes. Two "short" PN sequences used in IS-95 to 
spread the I and Q (quadrature) components of the forward and reverse link 
waveforms. Each implements a degree n = 15 characteristic 
The I-channel short PN sequence has the characteristic polynomial 

f r (x)  = 1 + x 2  + x 6  + x ~ + x ~ + x ~ O + X ~ ~  (6.38a) 

The Q-channel short PN sequence has the characteristic polynomial 
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The period of the short PN codes is 215 - 1 = 32,767 chips. In the CDMA 
cellular system, to get a period of 215, the actual PN codes are these modified 
by the insertion of an additional zero to the 14 zeros at the end of each of the 
reference sequences 11 fI (x) and 11 fQ(x). 

The MSRG implementation of the I- and Q-channel PN codes is illus- 
trated in Figure 6.34. The reference or "zero offset" code phase shift for both 
of the short PN codes is specified in IS-95 to be the phase of the sequence that 
occurs when the shift register output is the first logical one after 15 zeros 
(including an extra zero), as illustrated in Figure 6.35. 

The 15th zero that is inserted in these sequences occurs at the end of the 
run of 14 zeros that occurs normally. We know from our previous 
consideration of MSRGs that the normal sequence of n - 1 zeros at the 
output of an MSRG takes place for the first n - 1 consecutive states with 
weight 1: 

An extra zero can be inserted in the sequence by forcing the MSRG to 
repeat any one of these states, either by reloading the shift register with that 
state just after it changes or by inhibiting the clock pulse input to the shift 
register for one chip duration. Another method is to count the chips-after 
32,767 chips have been generated by the MSRG, the clock pulse input can be 
inhibited while a zero is substituted at the output as chip number 32,768. 

IS-95 specifies that the short PN code sequences associated with 
different base stations are to be the same, except that they are to be offset in 
PN code phase by multiples of 64 chips. This gives a maximum of 215/64 = 
512 different starting positions for the short PN codes. IS-95 does not specify 
how the base station and mobile units are to generate the various short PN 

Figure 6.34 MSRG implementation of IS95 short PN codes. 
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beginning of reference sequence 
15 zeros 1 

1 
I-channel PN code zero offset: . -  .1  0 0 0. . .O 0 0 1 

t 
extra 

beginning of reference sequence 
15 zeros -1 

1 
Q-channel PN code zero offset:. . e l  0 0 0.. .O 0 0 1 

t 
extra 

Figure 6.35 Short-code zero offset sequences. 

code offsets. Generation of shifts of zero-added sequences is discussed in 
Section 6.5.1. 

The mobile unit needs the capability for generating any short PN code 
offset because it tracks the signals of different base stations, perhaps com- 
bining signals from several base stations at the same time. There is also a 
requirement for the base station receiver to be able to switch back and forth 
between different PN code offsets during the several modes of reverse link 
transmission. 

The foregoing considerations argue strongly for the use of masks to gen- 
erate the short PN code offsets, as illustrated in Figure 6.36. The 
512 x 2 = 1,024 15-bit masks for the two short PN code offsets can be 
precomputed and stored in the permanent memory of the CDMA equipment, 
using about 30 Kb of memory. 

6.3.4.3 Example Short PN Code Masks 

As we discussed previously, the computation of the mask for an MSRG 
requires knowledge of the code phase shift of the MSRG relative to the 
inverse of f (x), the characteristic polynomial. Alternatively, the calculation 
can start with knowledge of the initial state that is loaded into the MSRG, 
because that initial state corresponds uniquely to the resulting PN code phase 
shift. Suppose that the initial state that is loaded into the MSRG gives the 
MSRG output that is the Kth shift of the PN code: 
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15-bit f f f f f f f f f f f 
mask 0 

I 
selected I-channel PN code offset 

mask 1 m 

selected Q-channel PN code offset 

Figure 6.36 The I- and 0-channel MSRGs with masks to select the offset. 

Then the mask for the jth offset of 64 chips, having the mask parameter rj , 
must produce a relative delay at the output of the phase shift network of 

dr, = jth desired offset phase - MSRG ~ h a s e  = 6 4 j  - K (6.38d) 

The mask that produces this relative delay is the first n = 15 bits of the 
sequence with shift rj, where 

For example, it is simple to initialize the MSRG's shift register by load- 
ing it with all Is. Because the initial state of the shift register, when expressed 
as a polynomial, is the reverse of the output sequence numerator polynomial, 
we know this loading produces the MSRG output sequence 

where 
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Recursively using the fact that 1 = 1 + f (x), as employed in the computer 
program listed in Appendix 6B.1, the numerator polynomial for the all-1s 
initial loading was found to be 

gK(x) = x 1 0 * 7 1 9 m ~ d ~ 1 ~  fz(x) =+ K = 10,719 for the I-channel short code 

- - x3,601 modulo fQ(x) =+- K = 3,601 for the Q-channel short code 

With this information, for an 41-1s MSRG initial loading, the masks for the 
different short PN code offsets need to be the first n = 15 bits of the 
following sequences: 

X'J modulo fI (x) 
arj(x) = for the I channel, where 

fz ( 4  

T j  = 64j - 10,719 + 14 = 64j - 10,705 
and 

x'j modulo fQ (x) 
ar,(x) = for the Q channel, where 

f Q ( 4  

For the zero-offset base station pilot signal (j = O), then modulo the period 
P = 32,767 the required mask parameters are 

ro = 0 .64 - 10,705 = 32,767 - 10,705 = 22,062 for the I channel 
and 

ro = 0.64 - 3,587 = 32,767 - 3,587 = 29,180 for the Q channel 

Recursively applying the relation x15 = x15 + fz(x) results in finding that the 
I-channel numerator polynomial for a zero offset and an all-1s MSRG loading 
1s 

gzo(x) = x221062 modulo fI(x) = x6 + x8 + x1•‹ + x l1 + x l3 

Recursively applying the relation x15 = x15 + fQ(x) results in finding that 
the Q-channel numerator polynomial for a zero offset and an all-1s MSRG 
loading is 
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Appendix 6B.2 lists a computer program for these recursive computations. 
Having found the required numerator polynomials, the masks are 

finally determined as the first 15 bits of the sequences given by the numerator 
polynomials: 

000000100011011 = I-channel mask 

~ Q O  ( 4  and mQo(x) = { - ) 
~ Q ( x )  deg<l5 

1 1 1 1 1 1 1 O O O O 1 O O 1  = Q-channel mask 

To show that these masks produce l/  f (x), we need first to find the 
leading bits in the reference PN sequences l/ fI(x) and l/fQ(x). This is 
easily accomplished by long division: 

and 
1 - -- 

1 

fQ(x) 1 + x 3 + x 4 + x 5 + x 9 + x 1 0 + x 1 1 + x 1 2 + x 1 5  

Verification that the I-channel mask produces l/ fI (x) and that the Q-channel 
mask produces l/fQ(x) is shown in Tables 6.19 and 6.20. Figures 6.37 and 
6.38 shows the corresponding PN generators and mask configurations. 
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Table 6.19 Output of I-channel mask 

Mask: 0 0 0 0 0 0 1 0 0 0 1 1 0 1 1  
MSRG state Mask output 

Table 6.20 Output of 0-channel mask 

Mask: 1 1 1 1 1 1 1 0 0 0 0 1 0 0 1  
MSRG state Mask output 

1  2  3 4 5  6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5  
1 1 1 1 1 1 L l 1 1 1 1 1 1 1  - 1 
l l 1 Q Q Q Q l l  l O Q O l 1  - 0  
1 1 1 Q 1 1 1 0  1 l 0 L l O l  - 0  
1 L l Q L Q Q l O  1 0 l . O l Q  - 1 
o ~ ~ ~ Q ~ Q o l o l Q l o ~  - 1 
l Q l Q Q 1 Q O O l  l Q l l Q  - 1 
0 ~ Q ~ Q Q ~ 0 0 0 1 ~ 0 1 ~  - 1 
1 Q ~ ~ Q ~ ~ l 0 0 1 Q 0 0 ~  - 0  
1 ~ Q Q Q l Q l l  O l Q l O Q  - 1 
O ~ ~ Q Q Q l O l  l O 1 O l Q  - 0  
O Q ~ ~ Q Q Q l O l  l Q l 0 1  - 1 
1 Q Q Q Q ~ ~ O l O O Q l l Q  - 1 
O ~ Q Q Q Q ~ l O l  O Q O l l  - 1 
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6.4 Autocorrelation and Cross-Correlation Properties of Binary 
I Sequences 

One of the most important reasons for the application of PN sequences in 
spread-spectrum CDMA systems is their autocorrelation properties. We have 
defined previously the correlation between two sequences as the number of 
bit-by-bit position agreements minus the number of disagreements. In 

I Section 6.1, we stated that PN sequences must possess the correlation prop- 
erty that the number of term-by-term position agreements minus the number 
of term-by-term position disagreements is one in a full period of a PN 
sequence. In the examples of PN sequences that we have treated in this 
chapter, such as those of length 23 - 1 = 7 and 24 - 1 = 15, the correlation 
properties have indeed been observed to be validated. 

When two sequences are correlated for given (fixed) phase shifts, a 
correlation value is obtained. When the two sequences are correlated for all 
phase shifts, we can plot the correlation values so obtained as a function of 
the phase shifts. Such a correlation plot is called a correlation function, in the 
sense that the correlation is a function of phase shift. Now, if the correlation 
function is computed for two sequences generated by the same PN generator, 
we call it an autocorrelation function. When the correlation function is ob- 
tained between two sequences that are generated by two different PN 
generators, it is called a cross-correlation function. We take up examples to 
illustrate these differences and some variations of these definitions in some 
cases. 

Let us define the binary sequence notations to be used in this section. 
We consider two binary sequences a and b, each with period P as shown 
below: 

Denote the sequence b shifted 1 positions to the right by 

Denote the term-by-term modulo-2 addition of the sequences a and b by 

Denote the weight of a sequence a with period P by 
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W(a) = # of Is in one period of a 

Given the binary sequence a and the shifted binary sequence b('), both with 
period P ,  we define 

A (a, b(')) 4 # of term-by-term agreements between a and b('), and 

D (a, b(')) 4 # of term-by-term disagreements between a and b(') 

The correlation Ra,b(l) between a and b(') is then given by 

L ,b ( l )  = A (a, b(')) - D (a, b(')) 
Note that 

~ ( a ,  b(')) + D(a, b(')) = P 

Because under modulo-2 addition: 

0, ai = biPl (agreement) 
ai @ biPl = 

1, ai # bi-l (disagreement) 
it follows that 

D (a, b(')) = w (a b b(')) (6.39~) 

Therefore, the sequence cross-correlation function for a and b may be calcu- 
lated as 

&,b(l) = ~ ( a ,  b(')) - D (a, b(')) 

= [P - ~ ( a  @ b('))] - ~ ( a  @ b(0) 

= P - 2 . w (a @ b(')) (6.39d) 

Example 6.18 The computation of an example sequence cross-correlation 
function is shown below for the application of the formulas given above, and 
is plotted in Figure 6.39. 

1 = 0  1 = 1  

a 1 1 1 0 1 0 0  a 1 1 1 0 1 0 0  

b 1 0 1 1 1 0 0  b(l) 0 1 0 1 1 1 0  

a @ b  0 1 0 1 0 0 0  a b b ( ' )  1 0 1 1 0 1 0  

Ra,b(0) = 7 - 2(2) = 3 %,b(l) = 7 - 2(4) = -1 
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For a = b, the sequence cross-correlation Sequence autocowelation function. 
function becomes the autocorrelations function 

Shift, 1 

Figure 6.39 Sequence cross-correlation function example. 
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If a is a maximal-length sequence, the modulo-2 addition of a nonzero shift 
(1 # 0) of the sequence a(') to a produces the same sequence with a different 
shift, say, a(''), and therefore, 

Because for a maximal-length sequence with P = 2n - 1 the number of 1s is 
(P + 1)/2 and the number of 0s is (P - 1)/2, the autocorrelation function 
for a maximal-length sequence has the values 

P, l = O , f P , * 2 P  , . . .  
- 1, otherwise 

where n is the degree of the primitive polynomial. 
Thus we have used the autocorrelation function formula (6.40b) to 

show that PN sequences over GF(2) give two-value ( P  = 2" - 1 and -1) 
autocorrelation functions. Before we proceed further, however, we derive 
another formula for the correlation functions when the sequences are 
represented by "+I" and "-1" values instead of "0" and "1," which are really 
time functions having two-level values of {+ 1, - 1). We call them "wave- 
forms" in a later discussion. 

Let the original binary sequence of Is and 0s be denoted by an italic 
Roman character, as we have done above, and let the corresponding f 1 

1 binary sequence be denoted by an uppercase ROMAN character: 

Binary sequence over (0, 1) Binary sequence over {+I, - 1) 

1 , 1 , 0 , 1 , 0 , 0  ,... -1, -1, +I ,  -1, +I, +I ,  ... 

Given two f 1 binary sequences with period P :  

A = (Ao,  A1, A 2 , .  . . , ApP1, A O ,  A l ,  . . . ) converted from a 

B = (Bo , B1 , B:! , . . . , BPP1, BO , B1, . . . ) converted from b 
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the cross-correlation function for A and B is defined as 

Note that B-1 = Bp-l. 

The equivalence of the cross-correlation function formula given by 
(6.41a) with that given in (6.39d) is readily shown: 

where we use @ to denote modulo-2 arithmetic. 

Example 6.19 An example sequence cross-correlation function is shown 
below. The values of Llb(l) are computed using the formula in (6.41a). 

l = O  

A -1-1-1+1-1+1+1 

B -1+1-1-1-1+1+1 

x +1-1+1-1+1+1+1 

%,b(O) = sum = 3  

1 = 2  

A -1-1-1+1-1+1+1 

B ( ~ )  +1+1-1+1-1-1-1 

x -1 -1+1+1+1-1-1 

%,b(2)  = sum = - 1 

1=1 

A -1-1-1+1-1+1+1 

B(') +1-1+1-1 -1 -1 +1 

x -1+1-1-1+1-1+1 

%,b(l) = sum = -1 

1 = 3  

A -1-1-1+1-1+1+1 

B ( ~ )  -1 +1 +1 -1 +1 -1 -1 

x +1-1-1-1-1-1-1 

%,b(3) = sum = -5 
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1 = 4  1 = 5  

A -1 -1 -1+1-1+1+1 A -1 -1 -1 +1 -1 +1+1 

B ( ~ )  -1 -1 +1 +1 -1 +1 -1 B ( ~ )  -1 -1 -1 +1 +1 -1 +1 

x +1+1-1+1+1+1-1 x +1+1+1+1-1-1+1 

%,b(4)  = sum = 3 % , b ( 5 )  = sum = 3 

1 = 6  

A -1-1 -1+1-1+1+1 

B@) +1-1-1-1+1+1-1 

x -1+1+1-1-1+1-1 

%,b(6) = Sum = -1 

6.4.1 Correlation Function for Real-Time Signals 

Let a basic wavefimz be denoted as cp(t), which is defined on the interval 
(0, T,) as shown in Figure 6.40. Then the sequence over {+I, -1) 
corresponding to the sequence a can be implemented by the real-time 
function 

W 

fa ( t )  = C Ax ~ a ( t  - kTc), A~ E {+I, -1) 
k=-W 

in which cpa(t) is a basic waveform used for this particular sequence. The 
function fa ( t )  is a periodic function with period PT, because 

~ ( t )  = 0 for t < 0 and t > T, 

Figure 6.40 Basic waveform. 
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For nonperiodic waveforms x(t) and y(t) with finite energy, the cross- 
correlation function is defined as 

For periodic waveforms x(t) and y(t), with period T,  the cross-correlation 
function is defined as 

The autocorrelation function for either type of waveform is defined as 

Now, let two binary waveforms be 

and 

associated with the periodic sequences a and b, respectively, and using the 
basic waveforms 9, (t) and vb (t) , respectively. The cross-correlation function 
for these two real-time waveforms, which have the same period PT, , is 

Our interest is to compute the correlation function (6.44) when the real-time 
functions f,(t) and fb(t) represent real-time PN signals based on given PN 
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sequences. The calculation of (6.44) can be easily facilitated, however, when 
we use the following theorem: 

Theorem: The cross-correlation function for fa(t) and fb(t) can be calculated 
from 

where k l b ( k )  is the periodic sequence cross-correlation function and 
RLpOlVb(~)  is the nonperiodic cross-correlation function for the basic wave- 
forms. The proof of (6.45a) is given in Appendix 6C. 

The autocorrelation function for a = b and cpa(t) = cpb(t) is then of the 
form 

where %(k) is the period sequence autocorrelation function and RPa(7) is 
nonperiodic autocorrelation function for the basic waveform. 

Example 6.20 Let p(t) ,  the basic wavefomt, be the unit rectangular pulse, as 
illustrated in Figure 6.41 and defined as 

p(t) = 
- 1) = { 1, 0 < t < T c  

0 ,  otherwise 

The autocorrelation function for this basic waveform is 

Figure 6.41 Rectangular pulse basic waveform. 
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where ( L ,  U )  = ( T ,  Tc) if T > O and ( L ,  U )  = (0 ,  Tc + T )  if T < 0. Thus 

TC - 7,  O < T < T ,  
- T c < T 1 0  
otherwise 

1 - )  5 T c  

otherwise 

which is the "triangular function" illustrated in Figure 6.42. 

Example 6.21 We compute the autocorrelation function for the f 1  
sequence A = ( - I ,  - 1, - 1, + I ,  - 1, + I ,  + I ) ,  which corresponds to the 
( 0 , l )  sequence a = (1 ,1 ,1 ,0 ,1 ,0 ,0) .  Assume that the basic waveform is the 
rectangular pulse p ( t )  defined by cp(t) = Rect(t/Tc - 112) as shown in 
Example 6.20. Now, from Examples 6.19 and 6.20, we have the sequence 
autocorrelation function & ( 1 )  shown in Figure 6.43 and the autocorrelation 
function R q ( ~ )  for the basic waveform shown in Figure 6.42. 

Figure 6.42 Triangular function: autocorrelation function for the rectangular pulse basic 
waveform. 
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Figure 6.43 Sequence autocorrelation function for a = (1 ,1 ,1 ,0 ,1 ,0 ,0) .  

The autocorrelation function for the real-time function fa ( t )  corresponding to 
A and using p( t)  = Rect(t/Tc - 112) is given by (6.45b). Figure 6.44 gives a 
plot of the autocorrelation function before normalization by PTc: 

Figure 6.44 shows that the autocorrelation function for the real-time signal, 
based on the sequence a or A, using the rectangular pulse basic waveform, is 
constructed as a sum (superposition) of different shifts of the basic waveform's 
autocorrelation function as dictated by the component amplitudes and 
"polarities" of the sequence A. This example is based on a PN sequence of 
length 7, and the periodic nature of the autocorrelation function Rfa(7) (the 
solid line in Figure 6.44) is shown clearly in Figure 6.45 for the general case of 
a sequence period P. 

Figure 6.44 Autocorrelation function for real-time function. 



634 COMA Systems Engineering Handbook 

"fa'" 

Figure 6.45 Normalized autocorrelation function for real time signal waveform. 

An important observation needs to be made here: when the real-time 
waveform f,(t) is constructed using rectangular pulses, such as a rectangular 
wave P N  signal waveform, its autocorrelation function &=(T) is the same as 
the sequence autocorrelation function b(1) normalized by P with straight 
lines connecting the points of the sequence autocorrelation function. 
Through this example, we have seen the evidence of the so-called "two-level 
autocorrelation function" of PN sequence waveforms. 

In spread-spectrum communications systems employing P N  sequences, 
the waveforms that are transmitted are not real-time signals based on rectang- 
ular pulse basic waveforms, in general. In the IS-95 system, the "basic 
waveform" is very different from the rectangular pulse shape for reasons 
having to do with the desire to minimize intersymbol interference and to 
confine most of the signal energy to a narrow bandwidth in order to reduce 
cochannel interference. 

The two-level autocorrelation function property of PN sequences, as 
shown in Figure 6.45 for example, is the main reason that PN sequences are 
used in spread-spectrum CDMA systems. The autocorrelation function 
plotted in that figure shows that the signal level for a given code phase (corre- 
sponding to a particular mobile station, for example) under perfect alignment 
(synchronization) at the receiver is at its peak, whereas the signal levels under 
all other nonaligned conditions (corresponding to other mobile stations) are 
very low for sequences with large periods, P. This is a highly desirable 
situation. Thus, on the forward link of the IS-95 system, when the M distinct 
multiple-access (MA) system users are assigned separate PN code ~hases,  the 
mobile receiver's ability to detect its own code phase is greatly enhanced 
under correlation procedures because of the two-level autocorrelation prop- 
erty of the PN sequence. It therefore can be stated that the autocorrelation 
property is used in the system for MA purposes, while for a waveform the 
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orthogonality property can be used in the discrimination against (rejection of) 
signals from other base stations. Walsh functions are orthogonal, while PN 
sequences are not. The PN sequences have good autocorrelation properties, 
while the Walsh sequences do not. 

It is of interest to see the distribution of signal energy of PN sequences 
in the frequency domain because thereby one can observe certain short- 
comings of their use as real-time signal waveforms in certain applications. 
Because the PN signals are periodic and belong to the class of infinite-energy 
signals, we derive the power spectral density of a PN signal, after discussing 
the partial correlation properties of the sequences. 

6.4.2 Partial Correlation Functions of PN Sequences 

We have seen that the autocorrelation function of a periodic PN sequence is 
two-valued, as shown for example in (6.40~). The two-valued autocorrelation 
function can be realized only when correlation over a full period of the PN 
sequence can take place; that is, the correlation integration time must be equal 
to the sequence period. In reality, however, this is not the case in most 
spread-spectrum systems. For example, in the IS-95 system, during the pilot 
signal acquisition process, a mobile station must search many possible I- and 
Q-PN code phases to lock in with the strongest signal, presumed to be the 
sequences transmitted by the nearest base station. The codes, generated by 
modified 15-stage PN generators, have 215 = 32,768 chips in a full period, 
and it would take 26.67milliseconds to correlate an entire period of a pilot 
sequence for the determination of success or failure of the acquisition. This is 
too long a time to spend for testing one  articular code phase, and a partial 
correlation must be used to make a decision. 

In general, in spread-spectrum systems the correlation integration time 
is the information bit time duration. However, the duration of the PN 
sequence is much greater than that of a message bit or coded symbol, as in the 
case of the IS-95 reverse link operation as far as the long PN code is con- 
cerned. Thus, the subject of ~ar t ia l  correlation is very important in any 
spread-spectrum system in which the duration of the sequence is much longer 
than the correlation time. Therefore, we need to examine the statistical 
performance measure of the partial correlation operation to answer such 
questions as "what happens" when correlation is performed over only a part 
of the PN sequence period. We will see that it is a reasonable thing to do 
because, if we correlate over M chips instead of P chips, the full length of the 
sequence, on average we expect to have the value of M, and a deviation from 



636 COMA Systems Engineering Handbook 

this value is not likely in most cases. This is what we intend to do in what 
follows. 

Consider a typical PN sequence A over {+I, - 11, given by 

which is converted from the sequence a over GF(2). The full-length auto- 
correlation function of the sequence is 

& (k) = -2 Ai ~ i - k  
i=O 

P- 1 

A, Ai-k = x Ai+r = - 1, otherwise 
i=O 

where we have used the fact that the sequence formed by the product Ai Ai-k 
(corresponding the modulo-2 sum ai CB ai-k) is a different phase of the 
sequence, denoted Ai+E, because of the closure property of PN sequences. 
Now, we define a partial correlation function, which integrates (sums) over 
M < P chips: 

Note that M < P, as opposed to the complete full-length correlation 
function, for which M = P. The first and second factors in the terms of the 
summation in (6.47) are (1) the sequence shifted by m chips (signifying an 
arbitrary starting point) and (2) the sequence shifted by m - k chips (-k 
chips relative to the first factor). 

The partial correlation function definition, as given in (6.47), requires 
knowledge of the starting point m, and this requirement is not easily satisfied. 
When the sequence length is short, it may be possible to evaluate the partial 
correlation on a case-by-case basis for all possible values of m. For very long 
PN sequences, this approach is clearly not practical, and thus we may seek 
statistical expectations (or regularities) based on the assumption that the 
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generated PN sequence is a sample function of a stationary random process. 
Therefore, the only thing we can do is ask: What can we expect the partial 
correlation to be in the statistical average sense? 

This consideration motivates us to compute the expectation of the 
partial correlation measure, using the probability associated with the balance 
property of the sequence. Hence, we compute the mean value of the partial 
correlation function (6.47) as 

where E{ . } and the overbar both indicate statistical averaging. Note that the 
starting position m is naturally averaged out. Note also that we used the 
identity, Ai+mAi+,-k = Ai+m-rc, by invoking the closure property of PN 
sequences. The meaning of the result given in (6.48a) is very pleasing: If we 
integrate M chip positions out of P positions in the correlation operation, we 
can expect to have the result M when the sequences are lined up (synchro- 
nized); but if the sequences are not synchronized, we can expect the value 
-M/P. Note that if M = P ,  the result is completely identical to the two- 
valued, full-length correlation, that is: 

P, k = O , P , 2 P  ,... 
E{R,w=p(k; m ) )  = L ( k )  = (6.48b) 

-1, k # O , P , 2 P  ,... 

One more question needs to be asked: What would be the variation (or 
spread) of the partial correlation function from the average value of (6.48a)? 
To answer this question is to compute the variance measure of the ~ a n i a l  
correlation function. The variance of any random variable can be computed 
as the mean square value minus the square of the mean, and this is the 
procedure we follow. The mean square of the partial correlation function is 
formulated as follows: 
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We need to evaluate this expression under two separate assumptions: 

(1) For k  = 0, P ,  2P,. . . 
M-1 M-1 

E { R L ( ~ ;  m)}  = C C (1)  . (1) = M~ 
i=o 1=0 

(2) For k  # 0, P,  2P,. . . 
M-1 M-I 

2 # 1 
(by the closure property) 

= M + C C ($) (closure property again) 
i=O 1=0 

Thus, the variance of the partial correlation function is given by 

V a r { R ~ ( k ;  m ) )  = E{RL(k;  m ) )  - [E{RM(k; m))12 

= {  [ M -  M ( M  P - I ) ]  - ($I2 

This result says the mean value of M is trustworthy if sequences are lined up 
(synchronized), because the variance is zero for that case, but if the sequences 
are not synchronized, the mean value of - M / P  can have a substantial 
variation. That is, under non~~nchronized conditions, the partial correlation 
values may differ drastically from the full-cycle correlation values. 

Partial correlation functions for PN waveforms. Based on the correlation 
and partial correlation functions for PN sequences that we have discussed, we 
can give expressions for the partial correlation functions of PN waveforms. 
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The partial correlation function for a PN sequence real-time signal with chip 
(basic) waveform p(t) is given in exactly the same manner as (6.45b), where 
the correlation function of the full-length sequence is replaced by the partial 
correlation function of the sequence. 

If we denote the partial correlation function for the waveform by 
RM(T), it is given by adapting (6.45b) to be 

where RM(k; m) is the partial autocorrelation function for the PN sequence 
and RP(r) is the autocorrelation function of the chip waveform. For the 
~ar t ia l  cross-correlation function of two PN waveforms, the theorem given in 
(6.45a) also applies, with the replacement of P with M and the replacement 
of the full-length cross-correlation function for the sequences with their 
partial cross-correlation function expression. 

6.4.3 Spectral Properties of Binary Sequence Waveforms 

Given the periodic sequence a over GF(2) with period P, and its corre- 
sponding sequence A over {+I, -11, we are interested in the spectral 
properties of binary waveforms such as 

m 

fa (t) = C Ak ipa (t - kTc) 

where p,(t) is a basic waveform that is zero outside the interval (0, Tc). The 
Fourier transform of fa (t), denoted F{fa (t)), is 

Thus the spectrum of the binary waveform is the ~roduct  of the spectrum of 
the basic waveform and that of a binary sequence of f impulses. Another 
way to view this fact is to observe that fa (t) is the convolution of ipa(t) and 
the sequence of f impulses: 
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where the asterisk (*) denotes the convolution operation. Note that if we 
take the Fourier transform of (6.513, we have the equivalent expression in 
(6.51b). 

Now let an "impulse train" x(t)  be given by 

Because x(t)  is periodic with period Tc , it has the Fourier series 

where 

Ck = - 
J T C l 2  

1 
x(t)  dt = - for all k 

Tc -TJ2 TC 
Thus 

1 " x(t) = - C ,$"kt/T. = 1 + 2C cos 
2nkt 

Tc k=-" 

A plot of a finite sum of cosines as a function of t/Tc is shown in Figure 6.46, 
illustrating how the sum converges to a train of impulses as the number of 
terms increases. As the sum of cosines becomes infinite, the train of impulses 
results: 

This equivalence allows us to use the sum of cosines (Fourier series) form of 
the train of impulses to determine its Fourier transform: 
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Figure 6.46 Plot of a finite sum of cosines as a function of t/T,. 

We therefore see that the Fourier transform of the time-domain train of 
impulses is a frequency-domain train of impulses. 

Now consider a train of f impulses. Let x( t )  be 

where { A k )  is a f 1 binary sequence with period P. Because x( t )  is periodic 
with period PTc , the autocorrelation function of x ( t )  is 

where 
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is the sequence autocorrelation function. Because R,(T) has period PT, , it 
can be written as follows, by manipulating the index of the summation to 
replace k by kP + 1: 

-8 w P-I 

The spectrum S , ( f )  of x ( t )  may be found as the Fourier transform of the 
autocorrelation function: 

where DFTRa(k) is the discrete Fourier transform of the periodic sequence 
% ( I ) .  Thus, the spectrum of the periodic binary sequence-modulated train of 
impulses in the time domain is a train of impulses in the frequency domain 
that is "modulated" by the periodic discrete Fourier transform (DFT) of the 
autocorrelation function of the binary sequence. 

Properties of the DFT for a maximal-length sequence. For a maximal- 
length sequence (PN sequence), 

&(o)  = P and & ( I )  = - 1  for 1 # 0 
Thus 
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= i P - (P - 1) = 1, if k is a multiple of P 
(6.54) 

P - ( 0 - 1 )  = P+1, ifkisnotamult ipleofP 

In this development, we used the fact that 

-2 e-jSkllP = o for k not a multiple of P 

We now can obtain the spectrum for a maximal-length real-time waveform. 
Because 

using the Woodward notation [5] discussed in Chapter 1, the spectrum is 

for a rectangular pulse basic waveform (chip waveform). If we isolate the DC 
(zero frequency) term of the expression in (6.55) and substitute (6.54) for the 
DFT, the power spectrum of a PN real-time signal for a rectangular chip 
waveform becomes 

which is plotted in Figure 6.47. 
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Figure 6.47 Power spectral density of a PN real-time signal for a rectangular chip waveform. 

6.5 Operations on Maximal-Length Sequences 

6.5.1 Orthogonalization 

We have clearly seen that PN sequences are not orthogonal; that is, if two PN 
sequences, whether they are generated from the same primitive polynomial or 
from two distinct primitive polynomials, have nonzero correlation. In other 
words, neither the autocorrelation nor the cross-correlation of maximal- 
length sequence is zero. However, if we modify the PN sequences in certain 
ways, we can render them to be orthogonal to each other. 

Consider the PN sequence generated by the primitive polynomial 
f (x) = 1 + x2 + x5 whose SSRG configuration is shown in Figure 6.48 with 
the initial loading of 11 11 1. Let the 31-bit sequence generated from the 
initial vector 11 1 1 1 be denoted S(0 ) .  It is given by 

Figure 6.48 Five-stage, 31-bit PN sequence generator (Fibonacci configuration). 
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Let S (2 )  denote this sequence shifted two bits to the right. Then 

If we append a zero at the end of each of the above sequences (at the 32nd 
~osition), we have created two orthogonal sequences. In general, if we 
append a zero at the end of each PN sequence shift generated by an n-stage 
LFSR, we have a set of 2n-1 orthogonal sequences. 

There is another approach to making orthogonal PN sequences gen- 
erated by a given LFSR with n stages. Rather than adding a "0" at the end of 
each maximal-length sequence generated by a given state vector, we can insert 
a zero at the end of the longest "run length" of ''0.'' There is only one such 
run of zeros, of length n - 1, for any PN sequence generator, due to the run 
property. This is the approach taken in IS-95 to bring about the orthog- 
onality of certain pairs of PN sequences [6]. This method does not make all 
sequence shifts orthogonal, although the resulting sequences produce good 
cross-correlation and autocorrelation characteristics. Here we use the terms 
auto- and cross-correlation even though we mean only the sequences gen- 
erated by the same PN generator. 

The insertion of a zero at the end of n - 1 zeros in the IS-95 system is 
not strictly for the purpose of bringing about orthogonality between pairs of 
sequences that are assigned to different base stations. The insertion of an 
extra zero at the end of the run of n - 1 = 14 zeros in the two short PN 
codes in the IS-95 system makes the 15-stage PN generator periods 
215 = 32,768 chips, which, at the PN clock rate of 1.2288Mcps, run 75 
cycles in every 2-sec interval. In the IS-95 system, the Walsh sequences also 
run at the clock rate of 1.2288Mcps for the forward link, and the Walsh 
function generation is synchronized to every even-second period. Thus, the 
insertion of an extra zero in the PN sequences serves two purposes in this 
respect. 

When a zero is added to a reference PN sequence by one of the methods 
discussed above, in effect the PN sequence generator is caused to repeat one of 
its states. It follows that the shifted sequence at the output of a mask- 
controlled PSN associated with that PN generator then repeats whatever 
output value is produced by that state, in whatever place in the output 
sequence the repetition occurs. 

For example, consider the case illustrated in Figure 6.49. The insertion 
of a fourth (nth) zero at the end of the reference sequence I/ f (x) is accom- 
~lished by repeating the state 0010 = p2 = pnP2. What effect does this 
insertion have on the output of a PSN? Because the zero insertion is 
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Time 
0 
1 
2 
2' 
3 
4 
5 
6 
7 
8 

State 
1000 = lmod  f *  = 1 
0100 = Pmod f *  = P 
0010 = P2mod f *  = P2 
0010 WPEAT) 
0001 = P3 mod f * = P3 
1100 = P4mod f *  = 1 + p  
0110 = P5 mod f * = P + P2 
0011 = P6mod f *  = P2 + P3 
1101 = P7mod f *  = 1 + P + P 3  
1010= P8mod f *  = 1 + P 2  

Output 
0 
0 
0 
0 (INSERTED ZERO) 
1 L l/f ( 4  
0 

1 

9 0 1 0 1 = P 9 m o d f * = P + P 3  1 
10 1110 = plOmod f *  = 1 + P + P 2  0 
11 0111 =/3l1rnod f *  = P + P 2 + P 3  1 
12 1 1 1 1 = ~ ~ ~ m o d  f * =  1 + P + P 2 + P 3  1 
13 1 0 1 1 = ~ 1 3 m o d f * = 1 + P 2 + ~ 3  1 
14 1001 = Pl4 mod f * = 1 + P3 1 

Figure 6.49 Example of MSRG with inserted zero. 

equivalent to a "pause" in which one of the 2" - 1 bits in the reference PN 
sequence is repeated, the output of the PSN is subject to the pause at the same 
time, which in general is at a different position in the sequence with respect to 
the beginning of the l/ f (x) sequence. This effect is demonstrated for two 
different masks in Figure 6.50. 

The example in Figure 6.50 involves a sequence with period P = 
24 - 1 = 15 bits that is caused to have a period of 16 bits by the insertion of a 
logical 0 at the end of the reference sequence l/ f (x)-in the sixteenth 
position in the modified sequence. We observe in Figure 6.50 (on the left- 
hand side of the figure) that the output of the mask that produces a relative 
delay of 7 bits has a logical 1 inserted at the ninth position in its (shifted) 
version of the reference sequence, and (on the right-hand side of the figure) 
that the output of the mask that produces a relative delay of 11 bits has a 
logical 1 inserted at the fifth position in its version of the reference sequence. 

In general, the repeated bit in the shifted reference sequence is in the 
(P + 1 - r)th position, where r is the relative delay produced by the mask- 
controlled PSN. In IS-95, it is understood that the various offsets of the zero- 
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Time State Output State Output 
0 1000 1 1001 1 
1 0100 0 1101 0 

2 0010 1 1111 1 
3 0010 (REPEAT) 1 (REPEAT) 1110 1 
4 0001 L [llf(x)lc)l,f 1 0111 0 
5 1001 0 1010 0 
6 1101 0 0101 1 
7 1111 1 1011 0 
8 1110 0 1100 0 
9 01 11 0 0110 0 

10 1010 0 0011 1 1 [ l l f  (41:l 

11 0101 1 l [ l l f  (41; 1000 1 
12 1011 1 0100 1 
13 1100 1 0010 1 
14 0110 1 0010 (REPEAT) 1 (REPEAT) 
15 001 1 0 0001 1 [ l l f  (41)1,+ 0 

Notation: Repeated chip for [l/ f (x)]: is chip number P + 1 - r. 

Figure 6.50 Examples of the effect of zero insertion on the PSN output. 

added reference sequences for the two short PN codes should be identical 
except for the shift. Does this requirement eliminate the use of masks? 

The great advantage to using masks to obtain sequence shifts can still be 
had while at the same time rectifying the effect we have seen by example in 
Figure 6.50. Without entering into the details of the implementation, we 
simply observe that a shifted version of the zero-added reference sequence is 
obtained using the following procedure, to be repeated for each period of the 
shifted sequence: 

1. Use the mask output from the time of the beginning of the PN gen- 
erator's reference sequence to the end of the run of n - 1 zeros in the 
mask output, and 
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2. Use a 1-chip-delayed version of the mask output from the time just 
after the run of n - 1 consecutive zeros in the mask output to just 
before the beginning of the PN generator's reference sequence. 

This technique is illustrated by the examples taken from Figure 6.50 that are 
shown in Figure 6.51, using the notation [1/ f (x)],f to indicate the reference 
sequence with the repeated bit in the P + 1 - r position of the P-bit 
sequence. 

Finally, we note that the shifted sequences resulting from this technique 
have relative delays of one more bit than without a zero insertion. Thus, the 
masks for accomplishing relative delays of 64k bits in the zero-added IS-95 
short PN codes should be computed so as to produce delays of 64k - 1 bits in 
the reference sequence without the added zero. 

PN generator's reference sequence, with zero added: 

1 1 1 1 0 1 0 1 1 0 0 1 0 0 0 0  

+ [l/f (41: 
Case 1: Output of mask 1 + x2 + x3 and its 1-bit delay: 

Result of switching between mask, delayed mask as suggested: 

1 0 0 1 0 0 0 0 1 1 1 1 0 1 0 1  
8-bit shift + [l/f (41,' 

Case 2: Output of mask 1 + x + x2 and its 1-bit delay: 

Result of switching between mask, delayed mask as suggested: 

0 1 0 1 1 0 0 1 0 0 0 0 1 1 1 1  
12-bit shift + [l/f (41,' 

Figure 6.51 Demonstration of zero-adding technique using a mask. 
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6.5.2 Decimation of PN Sequences 

In the forward link of the IS-95 system, the paging channel and the traffic 
channels employ data-scrambling schemes by modulo-:! adding the 19.2-ksps 
data stream with a 19.2- ksps scrambling sequence, which is a sampled version 
of the long PN code sequence generated by a 42-stage LFSR. The long PN 
sequence, which runs at the clock rate of 1.2288 Mcps, is sampled once every 
64-chip interval, thereby producing a 19.2-ksps sequence for scrambling 
purposes. The sampled version of a sequence is called a decimation of the 
original sequence [I]. Thus, we need to know some basic facts on decima- 
tions to characterize the properties of the sampled sequence. We treat this 
subject briefly in this section to analyze the relationship between the new, 
sampled sequence and the original sequence to answer such questions as, 
"Does the decimated sequence preserve the properties inherent to the 
pseudorandom sequence?" 

For notational convenience in the following discussion, we call the 
original sequence the "A- sequence," denoted a = (ao , a1 , a2 , . . . , ap-1, ao , 
. . .), and the new sequence, which is the sampled version of the A sequence, 
will be called the "B-sequence" and be denoted b = (bo , bl , b2, . . . ). 
Consider a pseudorandom A-sequence of length P = 2n - 1, which is 
generated by a primitive polynomial of degree n, denoted fA(x). Now, 
sample the A-sequence every k digits, where k is relatively prime to P ,  and 
form the B-sequence: 

Because k and P are relatively prime to each other, the B-sequence does not 
repeat itself until every digit of the A-sequence has been sampled. Hence, the 
B-sequence is also a maximal-length sequence, and the length of the B-se- 
quence is also P. In general, the decimation of a maximal-length sequence 
may or may not yield another maximal-length sequence. The B-sequence has 
period P/GCD(P,  k). When the decimation ~ ie lds  a maximal-length 
sequence (i.e., when GCD(P, k) = I), the decimation is said to be a proper 
decimation; otherwise, it is an improper decimation. 

Because the B-sequence is a maximal-length sequence, for a proper 
decimation there must be a primitive polynomial, fB(x), that will generate 
the B-sequence. We seek the polynomial fB(x). Let us briefly review some 
facts covered previously: 
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If a primitive polynomial of degree n, f (x), is mechanized as an 
SSRG and a PN sequence is obtained, the same sequence can also be 
realized from an MSRG that is mechanized from the reciprocal 
polynomial f*(x) = xn f (x-I), except that the starting point of the 
sequence for each scheme may be different. 

An MSRG produces the field elements (state vectors) of GF(2n) in the 
order of consecutive powers of a primitive element. The digits of a 
PN sequence generated by a primitive polynomial f (x) of degree n 
can be put into a one-to-one correspondence with the field elements 
of GF(2n), which are ordered as the consecutive powers of a root of 
the reciprocal polynomial f * (x) . 

For example, consider the sequence generated by the primitive polynomial 
f (x) = x5 + x2 + 1, mechanized in the Galois (MSRG) configuration with an 
initial loading of all zeros except the first stage, as shown in Figure 6.52. In 
the context of the present discussion, the A-sequence may be said to be 
powers of the root a-' and the B-sequence, powers of the root P-l: 

where a-' is a root of fL(x) and p-l is a root of f i (x)  and B-' = (a-l)'. In 

terms of field elements, the reciprocal polynomial has the following meaning: 

Figure 6.52 Correspondence between a PN sequence and powers of an element in a finite field. 
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if y  is a root of f ( x )  (i.e., f ( y )  = 0),  then the inverse element y-' of y  is a 
root of the reciprocal polynomial f * ( x )  (i.e., f *(y- ' )  = 0). An example will 
show this fact clearly. 

Consider the finite field GF(25) generated by the primitive polynomial 
f ( x )  = x5 + x3 + 1. The field element y  = (0 1  0  0  0 )  is a root of f ( x ) ;  that 
is, f ( y )  = 0. This can be verified as follows: from Figure 6.7, we observe 
that 

y5 = ( 1 0 0 1 0 )  
y3 = ( 0 0 0 1 0 )  

1  = ( 1 0 0 0 0 )  
y5 + y3 + 1 = ( 0 0 0 0 0 )  

Because the quintuple (0 0  0  0  0 )  is the zero field element, we have f ( y )  = 
y5 + y3 + 1 = 0. The reciprocal polynomial is f * ( x )  = x5 + x2  + 1 and thus 

Hence, f*(rl) = (y-')' + ( y - ~ ) ~  + 1 = 0,  which proves that y-' is a root 
k 

of f * ( x ) .  Now from the results obtained above, P-' = (a-') . Because each 
element has a unique inverse, it follows that P = ak. Further, the fact that 
a-' is a root of f i ( x )  and ,F1 is a root of f i ( x )  implies that a is a root of 

fA (x )  and p is a root of fB(x) ,  respectively. We can therefore conclude that 
if a is a root of a primitive polynomial fA(x)  generating the A-sequence, and 
p is a root of the polynomial fB (x )  generating the B-sequence, which is a 
sampled version of the A-sequence, sampled every k digits, then P is the kth 
power of a; that is, /3 = ak. 

When k = 2m, for m 5 n - 1, then fB(x)  = f A ( x ) .  This follows from 
the fact that in GF(2n) if a is a root of a polynomial f ( x ) ,  then 
{a, a2, a4, . . . , ~ y ~ ~ )  are also roots of f ( x ) .  The notation fB (x )  = fA (x )  
means that the B-sequence is identical to the A-sequence, except for a possible 
difference in their starting points (phase shifts). 

Example 6.22 Let n = 3, P = 23 - 1 = 7. Choose fA(x)  = x3 + x  + 1, 
with 1 0  1 as the initial state. Then the generated A-sequence is 
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a0 a1 a2 a3 a4 a  5 a6 
1 0 1 0 0 1 1 

If k = 22 = 4, then 

The B-sequence for k = 4 is 

Comparing these two sequences shows that the sampled sequence is the same 
as the original sequence except for the starting digits. If k = 3, then 

The B-sequence for k = 3 is 

This sequence is different from the original A-sequence. Because there are 
only two different pseudorandom sequences for n = 3, the polynomial f B ( x )  
that generates the B-sequence must be the reciprocal polynomial of f A ( x ) ;  
hence, f B ( x )  = x3 + x2 + 1.  

Example 6.23 Let n = 4, P = 24 - 1 = 15. Choose f A ( x )  = x4 + x  + 1 ,  
with 1 1 0 1 as the initial state. Then the A-sequence is 

For k = 22 = k, the B-sequence is 
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which is a shifted version of the A-sequence. For k = 7, the B-sequence is 

This sequence is different from the original A-sequence. Because there are 
only two distinct pseudorandom sequences for n = 4, the polynomial that 
generates the B-sequence must be fB(x) = f i ( x )  = x4 + x3 + 1. 

Example 6.24 Let n = 5, P = 25 - 1 = 31. Choose fA(x) = x5 + x2 + 1, 
with 1 0 0 0 0 as the initial state. Then the A-sequence, the B-sequence 
obtained by sampling every fourth digit, and the B-sequence obtained by 
sampling every fifth digit are shown in Figure 6.53. Again, the B-sequence for 
k = 22 = 4 is identical with the A-sequence up to a phase shift and the B- 
sequence for k = 5 is different from the A-sequence. From the table of 
irreducible polynomials [3] we found the polynomial "5 67H." Thus, for 
k = 5, the generating polynomial for the B-sequence is fB(x) = 

x5 + x4 + x2 + x + 1. 
We now summarize the results as follows. Let fA(x) be a primitive 

polynomial of degree n that generates a pseudorandom A-sequence of length 
P = 2n - 1. Sample the A-sequence at every kth digit. When 
GCD(P, k) = 1, the sampled sequence (the B-sequence) is also pseudo- 
random and is generated by a primitive polynomial fB(x). If k = 2m, for 
m 5 n - 1, then fB(x) = fA(x). If k # 2m, then fB(x) # fA(x). However, 
if a is a root of fA(x), then p = ak is a root of fB(x). The polynomial fB(x) 
can be determined with aid of a table of irreducible polynomials. 

Figure 6.53 Pseudorandom sequence and its sampled sequences (decimations). 
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In the IS-95 system, the long code generated by 

is sampled every 64 digits (chips) to obtain a sequence modulo-2 added to the 
19.2-ksps information digits. The sampled sequence @-sequence) polynomial 
fB(z) is therefore identical to fA(x) because P = d4 = a26 is a root of the 
minimal polynomial fA(x). In other words, the sampled (decimated) 
sequence is a pseudorandom sequence with all the desired attributes. 

6.6 Gold Codes 

The usefulness of the pseudorandom sequences in a spread-spectrum system 
depends in large part on their ideal autocorrelation properties. One of the 
randomness properties of the pseudorandom sequence is the correlation prop- 
erty; that is, if a complete sequence is compared, bit by bit, with any shift of 
itself, the number of agreements differs from the number of disagreements by 
at most one. From this property it is easy to see that the autocorrelation 
function of a pseudorandom sequence is of the two-valued shape described 
previously in Section 6.4. 

The cross-correlation function between two different pseudorandom 
sequences of the same length is, however, an entirely different matter. It can 
have high peaks; and to make the matter worse, there is no simple method 
available to calculate the cross-correlation function between two pseudo- 
random sequences except by brute force calculation and simulation. For long 
sequences, this is not possible even with the fastest computers. To visualize 
the cross-correlation problem and how much is involved in the simulation, 
consider an example as follows: 

The sequence generator x3 + x + 1 with initial state 1 0 0 generates 

and the sequence generator x3 + x2 + 1 with initial state 1 1 1 generates 
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The cross-correlation is computed by holding Sl fixed, shifting S2 one bit at 
a time, and comparing the two sequences to obtain the difference between the 
number of agreements and the number of disagreements, or by the formula 
given in (6.4l-b): 

The cross-correlation function for the two PN sequence real-time signals, each 
with rectangular chip waveforms, is plotted in Figure 6.54. 

In Section 6.2, we found all six PN generators having five stages (Table 
6.9). Let us relabel the primitive polynomials as follows: 
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- 2 - 1 0 1 2 3 4 5 6 7 8 9  

Delay, T 

Figure 6.54 Autocorrelation and cross-correlation functions for two PN sequences generated 
b y x 3 + x + 1 a n d x 3 + x 2 + 1 .  

The autocorrelation functions of the sequences generated by these polynom- 
ials and the cross-correlation functions between pairs of them are shown in 
Table 6.21; those generated by fi (x) and f4(x), and by f4(x) and f 6 ( ~ ) ,  are 
plotted in Figure 6.55. 

6.6.1 The Cross-Correlation Problem 

The cross-correlation function between two distinct pseudorandom sequences 
is a very important consideration in MA communications systems where each 
user terminal (access terminal) is assigned a PN generator whose polynomial is 
distinct from all other user terminals. In fact, this is the type of CDMA 
spread-spectrum system used by the military. A distinction between the 
military type of CDMA system and the nonmilitary type such as IS-95 is that, 
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Table 6.21 Cross-correlations among maximal-length sequences generated by five-stage LFSRs 

Delay o 1 2 3 4 5 6 7 8 9 lo 11 12 13 14 15 16 17 le 19 20 21 22 23 24 25 26 27 28 29 30 

Rll 31 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 
R12 7 -1 -1 7 7 -1 7 -1 -1 -9 -1 -1 -1 -1 -9 -1 7 -1 -9 -9 7 -1 7 7 -1 -1 -1 -9 7 -9 7 

R13 7 7 7 -1 -1 -9 7 -1 -9 -1 -1 -9 -1 -1 -1 -1 7 -1 -9 -1 7 7 7 -1 7 -9 -1 -1 -1 7 -9 

R14 3 3 -5 -9 -5 3 -1 7 -9 3 3 3 -5 -5 -1 -9 3 -5 -1 3 -1 -1 11 7 7 -9 7 3 -9 3 7 

R15 -1 7 -1 -1 -1 -9 7 7 -1 -9 7 -9 -9 -9 -1 -1 7 -1 -1 7 7 -1 -1 -1 -1 7 -1 7 -9 -1 7 

R16 7 -1 -1 7 -1 -1 -1 7 -1 7 7 -9 -9 -9 -1 -9 7 -1 -1 -9 7 7 -1 -1 -1 -1 7 -9 -1 7 -1 

R22 31 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 

R23 7 7 -9 -1 -1 -9 -1 -1 -9 7 -1 -1 -1 -1 -9 -1 7 7 -1 -9 -1 7 -1 -1 -1 7 -9 7 -1 7 7 

R24 -1 7 -1 -1 -1 -9 7 7 -1 -9 7 -9 -9 -9 -1 -1 7 -1 -1 7 7 -1 -1 -1 -1 7 -1 7 -9 -1 7 

R25 3 -5 3 3 11 -9 -9 3 -9 -1 3 -5 -9 -1 -1 7 3 7 -5 3 -9 3 -1 -5 -1 7 7 3 3 -5 7 

R26 7 7 -9 7 7 -1 7 -9 -1 -1 7 -9 -9 -1 -1 -1 -1 7 7 -1 -9 -1 -9 -1 -1 7 -1 -1 -1 7 -1 

R33 31 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 

R34 7 -1 -1 7 -1 -1 -1 7 -1 7 7 -9 -9 -9 -1 -9 7 -1 -1 -9 7 7 -1 -1 -1 -1 7 -9 -1 7 -1 

R35 7 7 -9 7 7 -1 7 -9 -1 -1 7 -9 -9 -1 -1 -1 -1 7 7 -1 -9 -1 -9 -1 -1 7 -1 -1 -1 7 -1 

11 3 3 -1 3 3 -1 7 3 3 3 -9 -1 -9 7 -5 3 -1 3 7 3 -9 -9 -5 -1 7 -9 -5 7 -5 -5  

R44 31 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 

R45 7 7 -9 7 -9 -1 -1 -1 7 7 -1 7 -9 -9 -1 7 -1 -9 -1 -1 -1 -1 -9 -1 -1 7 -1 7 7 -1 -1 

R46 7 -9 7 -1 -1 -1 -9 7 -1 7 7 7 -1 -9 -1 7 -1 -1 -1 -1 -9 -1 -1 -9 -1 7 -9 -1 -1 7 7 

R55 31 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 

R56 7 7 7 -1 7 -9 7 -1 -1 -1 7 -1 -9 -1 7 7 -1 -9 -1 -1 -1 -1 7 -9 -1 -1 -9 -1 -1 -9 7 

R66 31 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 

0 10 20 30 

Delay, -T 

Figure 6.55 Correlation functions of PN sequence waveforms. 
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in the former, the communications channel condition does not permit a phase 
coherent PN code MA system, as opposed to the more controllable channel 
conditions of cellular or PCS applications in which mobilility is not a panic- 
ular concern. In a military or high-mobility environment, where the carrier 
phase tracking is of insurmountable difficulty, a CDMA system based on a 
single PN code generator, such as the IS-95 system, is not possible. The 
problem of assigning code generators with low cross-correlation peaks is an 
important consideration. Consider designing a MA spread-spectrum system 
using degree-5 primitive polynomials. As seen from Figure 6.55, the cross- 
correlation function R4 ,1 (~ )  has a cross-correlation peak of 11, which is 
considered "high" in comparison with the autocorrelation peak of 31. If the 
user with the PN generator fi (x) is searching its code in an MA communi- 
cations system, its receiver might be triggered by a false synchronization 
indication due to the relatively high degree of cross-correlation with P N  
generator f4 (x). 

To overcome the cross-correlation problem, Gold [7] considers the bit- 
by-bit modulo-2 sum of two pseudorandom sequences of the same length but 
generated by two distinct primitive polynomials, fl (x) and f2(x), as illus- 
trated in Figure 6.56. If the length of the two PN sequences is P = 2n - 1, 
then the resultant sequence also repeats itself after P bits. Further, if one 
sequence is kept fixed and the second sequence is shifted in time, a different 
resultant sequence is generated. In this way, P different sequences can be 
generated, one for each different time shift of the second sequence. Joining 
the two original PN sequences, altogether 2n + 1 different sequences can be 
generated with one pair of primitive polynomials. These sequences are 
referred to as Gold sequences or Gold codes; they are not maximal except for 
the two original PN sequences. Note that for an n-stage shift register, there 
are only 4(2n - l ) / n  PN sequences, as discussed in Section 6.2, and yet a pair 
of n-stage shift registers can generate 2n + 1 different Gold sequences. The 
increase in the number of available sequences is drastic. For example, from 
Table 6.10, for n = 10, 4(2n - l ) / n  = 60, while 2n + 1 = 1,025. 

Example 6.25 As an example of Gold sequence generation, consider the case 
of n = 3. There are only two primitive polynomials of degree 3: 

fl(x) = x3 + x + 1 generates Sl = 0 0 1 1 1 0 1 
f 2 ( x ) = x 3 + x 2 + 1  generates S 2 = 1 1 1 0 0 1 0  

If we configure the Gold sequence generator as shown in Figure 6.56 using 
these polynomials, this pair generates nine Gold sequences: 
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n-stage PN generator I 

clock-1 + Gold sequence 

I n-stage PN generator u 
Figure 6.56 Gold sequence generator. 

This is an illustration of having an increase in the number of available codes 
from 

b(2;- l) = 2 

to 
(2" + l)I,=, = 9 

However, we have yet to address the ~roblem of the cross-correlation 
functions of maximal-length sequences. Gold [7] addressed this question in a 
remarkable theorem. Observe Figure 6.55 and note that R4J(7)  has a peak 
cross-correlation value of 11, while that of R4,6(7) is 7, indicating that cross- 
correlation peaks for certain pairs of maximal-length sequences are higher 
than those of other pairs. In Gold's theorem, sequences generated by combin- 
ing "preferred pairs" of maximal-length sequences give cross-correlation peaks 
that are no greater than the minimum possible cross-correlation peaks 
between any pair of maximal-length sequences of the same length. A method 
of finding the preferred pair is given in the following theorem [i']. 
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Theorem. Let fi  (x) be a primitive polynomial of degree n that generates a 
Galois field GF(2") = (0, 1, a ,  a2,. . . , at,. . . , a"-2), with a as a (primi- 
tive) root of the minimal polynomial MI (x) = fl (x). Let Mt(x) = ft(x) be 
the minimal polynomial of at E GF(2") such that 

t = {  2 T  + 1  ifnisodd 
2 y  +1  i fn isevenbutn# 0m0d4 

Then the Gold sequences generated by the configuration based on the 
minimal (pimitive) polynomials MI (x) = f l  (x) and Mt(x) satisfy the 
following cross-correlation function values: 

2 T  + 1 if n is odd 
IRl,t(k>l 5 

2 F  + 1  i fn isevenbutn# Om0d4 

The polynomials fl (x) = MI (x) and Mt (x) form a preferred pair. 

To illustrate the application of this theorem, we consider the case of 
n = 11. From Peterson's table of irreducible polynomials [3], we can choose 
the polynomial designated by 1 4005E as fl (x); that is: 

fl(x) = xll + x2 + 1 
and 

n+l 
n =  l l i sodd  + t = 2 T  + 1  = 6 5  

We want to find Ms5(x), which has a65 as a root. But the polynomial with 
65 as its leading number is not listed in the table. In this case, we can do the 
following: 

1. Calculate (2" x 65)mod(2" - 1) = (2" x 65)mod2,047 for m = 1, 
2, . . . , 11. If 2m x 65 is larger than 2,047, divide 2m x 65 by 2,047 
and replace 2" x 65 with the remainder, and then continue the 
doubling process: 

2. The doubling process ends at the eleventh time the number is 
doubled; at the twelfth time, the number goes back to the original 
number, 65. 
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3. a65, a130 a1,056 
7 ... 7 are the roots of the same-numbered minimal 

polynomial, M65 (x), for the conjugate class. 

4. One of the elements in the conjugate class is a33, and it has a poly- 
nomial listed in the table [3]: 33 7335G. 

5. Therefore: 

There are 211 + 1 = 2,049 Gold sequences of length 2'' - 1 = 2,047, and 
their cross-correlation peaks do not exceed the value o f t  = 65. 

Another example, for the case of n = 7, for which t = 17. From [3], 
the polynomial listed for f l (x)  is 1 211E, and the preferred pair is 
(1 211E, 9 277E), or 

fl(x) = x7 + x3 + 1 (6.61a) 
and 

ft(x) = x7 + x 5  + x 4 + x 3  + x 2 +  x + 1 (6.61b) 

This preferred pair gives the lowest cross-correlation peak, whose value is 
t = 17. There are pairs of primitive polynomials of degree 7 that produce 
sequences with cross-correlation peaks as high as 41; for example, the 
polynomial pairs (211, 367), (211, 313), and (211, 345)) just to name a few. 
The Gold code for this example can be generated by the modulo-2 sum of the 
outputs of LFSRs mechanizing fl  (x) and ft(x). It can also be generated by 
the LFSR mechanization of the product of the these polynomials, 
f l (x)  . ft(x) = f (x). From (6.6-3a) and (6.6-3b), we have 

The SSRG (Fibonacci) configuration of the ~roduct  polynomial f (x )  is 
shown in Figure 6.57, along with the sum-of-two-SSRG configuration. 

The generation of sequences by the product of polynomials can be 
stated in general terms: if f l (x)  and f2(x) are any polynomials, then the 
sequence that is obtained as the modulo-2 sum of the sequences generated by 
the characteristic polynomials fl  (x) and f2(x) can be generated by the LFSR 
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f i  ( x )  = x7+x3+ 1 

= X ~ + X S + ~ + X ~ + X ~ + X +  I 

2"+1 =27+1 = 129 
Gold sequences 

Period = 27-1 = 127 

Figure 6.57 Equivalent single and double LFSR Gold sequence generators for n = 7. 

with the characteristic polynomial f (x) = f1(x) . f2(x). A proof of this 
statement can be given as follows: 

Let al(x) and a2(x) be the sequences generated by the characteristic 
polynomials fl (x) and f2 (x) , respectively. Then, from our previous results, 
we have 

91 (4 a1 (x) = , degree of gl(x) < degree of fl(x) (6.62a) 

and 

a2(x) = - g2(x) degree of g2(x) < degree of fi(x) (6.62b) 
f 2 ( 4  ) 

for some numerator polynomials gl (x) and g2(x), where the degree of gj(x) 
is less than the degree of fi(x), i = 1,2 .  Now: 

91(4 92(4 f2(491(4 + f1(+72(x) 
a1 (x) + a2 (x) = - (6.62~) 

fi(4 fib) - f 1 ( ~ ) f 2 ( ~ )  
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which is of the form 

with a(x) = a1 (x) + az(x) and fi(x)gl(x) + fl(x)gz(x). We therefore need 
only to verify that the degree of g(x) is less than the degree of f (x). Using 
deg[ . ] to denote "degree of," we find that 

Thus (6.62d) defines a sequence with characteristic polynomial f (x) = 

fi (x) f2(x). If fl(x) and f2(x) are relatively prime, then the set of sum 
sequences can be shown to be equal to the set of sequences obtained from the 
product polynomial, which can be mechanized as a LFSR. Other varieties of 
Gold codes are discussed, along with examples, in [8]. 

6.6.2 Gold Codes and GPS Signal Structure 

As stated in the description of the IS-95 system, the clock (time reference) is 
derived from the GPS, and the GPS signal plays an important role for 
bringing Universal Coordinated Time (UTC) to the base stations of the 
CDMA systems everywhere on a global basis. In this section, we describe 
briefly the signal structure of GPS to the extent of showing that the various 
satellite codes of the system are Gold codes. 

The GPS signal consists of two components [9], Link 1 (Ll), at a 
center frequency of 1,575.42MHz and Link 2 (L2), at a center frequency of 
1,227.6MHz. Each of these center frequencies is a multiple of a 10.23-MHz 
clock rate used by a precision (P) code signal such that 

L1 = 1,575.42MHz = 154 x 10.23MHz 
L2 = 1,227.60 MHz = 120 x 10.23 MHz 

(6.63) 
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and each of the L1 and L2 signals is modulated by either or both a 10.23-MHz 
clock rate P signal and/or by a 1.023-MHz clear/acquisition (C/A) signal. 
These two binary signals are formed, respectively, by a P code and a C/A 
code, each modulated by a data (D) sequence at 50 bps. The L1 in-phase (I) 
component of the carrier is modulated by the P-signal and the quadrature (Q) 
component is modulated by the C/A signal. The L2 signal is biphase- 
modulated by either the P code or the C/A code; normal operation provides 
for P-code modulation on the L2 signal. 

The Link 1 signal from "satellite in has the form 

where wl is the L1 angular frequency and 4 is a small phase noise component. 
Pi(t) is a f 1 PN code of clock rate 10.23 MHz and has a period of exactly 
one week. Di(t) has a * 1 amplitude at 50 bps, with 6-sec subframe and 30- 
sec frame time periods. The C/A code Gi(t) is a unique Gold code of period 
1,023 chips and has a clock rate of 1.023 MHz, giving a period of 1 ms. This 
code was selected to provide good MA properties for its period. 

The C/A codes for the various satellites are Gold codes formed as 
products of two 21•‹ - 1 = 1,023-chip PN sequences Gl(t)  and G2(t) over 
{+I, -1). Thus the C/A code waveform from satellite i is 

Gi(t) = G1 (t) . G2(t + Ni . 10T) (6.64b) 

where Ni determines the phase offset in chips between Gl (t) and G2(t), and 
where T = ( 1 0 . 2 3 ~ ~ z ) - l  is the chip duration of the P-code signal, so that 
10T is the C/A code chip duration. There are 1,023 different codes formed 
by the different offsets Ni (plus the original two sequences GI and G2). 

The G1 polynomial is given by 

This "chosen polynomialn in octal notation is 2,011, and the polynomial 
G2(x) to form a preferred pair with Gl (x) is the minimal polynomial for the 
conjugate class that includes the root at, where a is the primitive element of 
Gl (x) and t = 2(n+2)/2 + 1 = 65. The conjugate class is 
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and the minimal polynomial that has a17 as a root is found in [3] to be listed 
as 35156: 

The operational specification of the GPS [9] requires that the LFSRs for GI 
and G2 be set to the all-ones states initially. To generate arbitrary phase shifts 
of the Gold codes, the initial state of the GI generator is fixed to the all-ones 
state as required, and the that of the G2 generator is changed to provide for 
the phase shift. 

The L2 signal is biphase modulated by either the P code or the C/A 
code as directed by ground command. The same 50-bps data stream that 
modulates the L1 carrier also modulates the L2 carrier. The reader is referred 
to [9] for further details on the GPS signal structure. 
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Appendix 6A Inductive Proof of the Fact That g(x) = s*(x) 

Another way to state the relationship to be proved is the following: 

xn-l-k modulo f (x) = Rev[sk(x)] 
-' Y 

gn-l-k(~) S; (XI 

1. (k = 0): We have shown directly in the text that gnVl(x) = sg(x). That is, 
the relationship to be proven is satisfied for k = 0. 

-+ 
2. (k = 1): For k = 1, the initial loading is sl(P) = ,B * m. We 
know that for this particular loading, the output of the MSRG is 1 bit 
advanced (shifted to the left) relative to the output when the loading is 
100-m.0. Therefore, g(x) = gnP2(x) = xn-2 when s(P) = sl(P) = P, and the 
relationship is satisfied for k = 1. 

3. For some value of k, we now assume that the relationship is true; that is: 

Given this assumption for the kth initial loading, if we can verify that 
relationship holds for k + 1, then the relationship is proved. Recall that s(x) 
may be computed recursively: 

Because this recursion for s(x) is conditional, we must consider two cases to 
verify that 

Rev[~k+l (x)] = gn-2-k(x) (6A.2~) 
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Case 1: deg[sk(x)] < n - 1; that is, using the coefficients {ai = 0 or 1): 

which has the reverse 

Case 2: deg[sk(x)] = n - 1; that is, using the coefficients {ai = 0 or 1): 

which has the reverse 

(6A.4d) 
We observe that 

Rev[xn + f '(x)] = zn-I - [ z - ~  + f *(%-')I 

- - xn-l . [x-" + x-" f (x)] = 1 + f (4 
x 

(6A. 5) 
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Thus, the reverse of the k + 1 state is 

It is necessary to add f (x) to gn-l-k(x) 
- - gn-l-k(x) + (x) before dividing by z because the z0 term 

x of gn-l-k(x) is nonzero. 

Because the relationship was verified for both cases of step 3, the general 
validity of the relationship has been proved; namely that the numerator 
polynomial of the output sequence produced by an MSRG is the reverse of 
the polynomial representing the initial state of the MSRG. 

Appendix 6B Computer Programs 

6B.1 Program for Computing the Shift K 

The BASIC program listed below, given a numerator polynomial gK(x) and a 
characteristic polynomial f(x), reverses the computation of gK(x) = 
xKmodulo f (x) to obtain the sequence shlft K. 

DIM G(16), F(16) 
FOR I=l TO 16 : READ F(1) : NEXT I 
G(16)=1 
FOR 1=1 TO 15 : READ G(1) : NEXT I 
K= 0 
GOSUB 200 

IF SUM>14 GOT0 400 
IF G (1) <0 GOT0 120 
K=K+1 

stop if g(x) = 1 

100 GOSUB 300 
110 GOT0 60 
120 FOR I=l TO 16:G(I)=G(I)*P(I) :NEXT I d x )  t g(x) + f (x) 
130 GOT0 60 
200 REM detect end 
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210 SUM=O 
220 FOR I=2 TO 16 : SUM=SUM+G(I) : NEXT I 
230 RETURN 
300 REM factor g(x) 
310 FOR 1=1 TO 15 : G(1) =G(I+l) : NEXT I S(X) +- g(x)lx 
320 G(16) =1 
330 RETURN 

400 PRINT "K = "; K K = # times g(x) factored 
410 STOP 

500 DATA -1, 1, 1,-1,-1,-1, 1, 1 +- f (x) as binary word 
510 DATA 1,-1,-1,-1,-1, 1, 1,-1 

520 DATA -1, -1, -1, -1, -1, -1, -1, -1 t gK(x) as binary word 
530 DATA -1,-1,-1,-1,-1,-1,-1 

6B.2 Program for Computing xK Modulo f (x) 

The BASIC program listed below, given a sequence shift K and a charac- 
teristic polynomial f (z), performs the modular computation of g ~ ( x )  = 
xKmodulo f (x) to obtain the numerator polynomial gK(x). 

DIM G(16) ,F(16) 
FOR 1=1 TO 16:READ F(1) :NEXT I 
G (16) =-1 
FOR 1=1 TO 15:G(I)=l:NEXT I 
INPUT "K = I t ;  K 

IF K<15 THEN STOP program accepts K 2 n = 15 
D=K- 15 
GOSUB 200 ! ADD F TO REDUCE DEGREE OF G 
IF D>O THEN GOSUB 250 

loo IF (D=O AND G(16)>0) GOTO 400 stop when deg(g) < n 
110 IF G(l6) c0 GOT0 80 
120 GOT0 90 
200 REM add f to factored xAk 
210 FOR I=l TO l6:G(I) =G(I) *P(I) : NEXT I 

x"-"(l+f+...) + x/-n(l+. .. 
220 RETURN 
250 REM adjust intermediate g 
270 FOR 1=1 TO 15:G(17-I)=G(16-I) :NEXT I 

x"-n(l + . . .) +- xl + . . . 
280 G(1) =l 
290 D=D-1 
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300 RETURN 

400 FOR 1=1 TO 15: PRINT I, G(I): NEXT I print{gi)whendone 
~ O O D A T A - 1 ,  1,-1, 1, 1, 1,-1,-1 t f (x )a sab ina ryword  
510 DATA -1, 1, -1, 1, 1, 1, 1,-1 

Instead of using this program to compute the modular reduction of xK, the 
calculation can be based on the fact that the states of an MSRG are powers of 
x modulo f (x)  when the MSRG implements the recursion whose 
characteristic polynomial is f '(x). Therefore, the initial state so(x) = xO = 1 
can be projected to the state sK(x) = xK by multiplying the vector 
representing so(x) by the Kth power of the MSRG's transition matrix to 
obtain the vector representing sK(x), whose components then can be 
interpreted as the coefficients of the terms of gK(x) = xKmod f (x): 

6B.3 Program for Computing Long PN Code Transition Matrix 

The BASIC program listed below, given the IS-95 long PN code polynomial 
(6.36), computes the power P of the transition matrix for the MSRG 
implementation of the PN code. Note that in the program, P is double- 
precision in order to retain the needed accuracy. A good test of the program 
is to calculate the power P = 242 - 1 = 4398046511103 and verify that the 
transition matrix raised to this power is an identity matrix. The program 
converts the power to a binary number (vector) and calculates the power as a 
product of the matrix raised to powers that are powers of 2. 

10 DIM T(42,42) ,U(42,42) ,V(42,42) ,C(41) 

20 GOSUB 1000 initialize the transition matrix 
30 INPUT "power = "; P# 
35 LPRINT USING "#############" ;  P# 
40 GOSUB 1300 ! CONVERT POWER TO VECTOR 
45 GOSUB 2050 ! PRINT VECTOR 
50 GOSUB 1400 ! MAKE V THE IDENTITY MATRIX 
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55 IF C(OIs.5 THEN GOSUB 1850 ! MAKE V=T 
60 FOR R=l TO IA 
80 GOSUB 1100 ! U=T*T 
90 GOSUB 1500 ! T=U 
95 IF C (R) c. 5 THEN GOT0 119 
100 GOSUB 1600 ! U=T*V 
110 GOSUB 1750 ! V=U 
119 REM 
120 NEXT R 
930 FOR N=l TO 42 
940 FOR 1=1 TO 42 
950 LPRINT USING " # " ;  V(N,I); 
960 NEXT I 
970 LPRINT " " 
980 NEXT N 
999 STOP 
1000 FOR N=l TO 41 
1010 T (N, N+1) =1 
1020 NEXT N 
1030 T(7,l) =l:T(g,l)=l:T(ll,l) =l:T(15,1)=1:T(16,1) =l:T(l7,l)=l 

1040 T(20,1)=1:T(21,1)=1:T(23,1)=1:T(24,1)=1:T(25,1)=1 
1050 T(26,1)=1:T(32,1)=1:T(35,1)=1:T(36,1)=1:T(37,1)=1 
1060 T(39,1)=1:T(40,1)=1:T(41,1)=1:T(42,1)=1 
1070 RETURN 
1100 REM u=square of t 
1130 FOR N=l TO 42 
1140 FOR 1=1 TO 42 
1150 U(N, I) =O 
1160 FOR K=l TO 42 
1170 U(N, I) =U(N, I) +T (N, K) *T (K, I) 
1175 IF U(N, I) sl THEN U(N, I) =O 
1180 NEXT K 1370 IF Ic42 GOT0 1330 
1210 NEXT I 1380 RETURN 
1220 NEXT N 1400 REM make V=I 
1230 RETURN 1410 FOR N=l TO 42 
1300 REM P# --> vector 1420 V(N,N) =1 
1320 1=0 1430 NEXT N 
1325 IA=41 1440 RETURN 
1330 Q#=P#/~ 1500 REM t=u 
1350 P#=INT (Q#) 1510 FOR N=l TO 42 
1360 C (I) =2* (Q#-P#) 1520 FOR 1=1 TO 42 
1362 IF P#=O THEN IA=I 1530 T (N, I) =U(N, I) 
1365 IF P#=O THEN RETURN 1540 NEXT I 
1366 I=I+1 1550 NEXT N 
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1560 RETURN 1860 FOR N=l TO 42 
1600 REM u=~*v 1870 FOR 1=1 TO 42 
1610 FOR N=l TO 42 1880 V (N, I) =T (N, I) 
1620 FOR 1=1 TO 42 1890 NEXT I 
1630 U(N, I) =O 1900 NEXT N 
1640 FOR K=l TO 42 1910 RETURN 
1650 U(N, I) =U(N, I) +T (N, K) *V(K, I)l95O REM make u=v 
1655 IF U(N,I) >1 THEN u(N,I)=O 1960 FOR N=l TO 42 
1660 NEXT K 1970 FOR 1=1 TO 42 
1680 NEXT I 1980 U(N, I) =V(N, I) 
1690 NEXT N 1990 NEXT I 
1700 RETURN 2000 NEXT N 
1750 REM v=u 2010 RETURN 
1760 FOR N=l TO 42 2050 REM print c vector 
1770 FOR I=l TO 42 2060 FOR N=O TO 41 
1780 V(N, I) =U(N, I) 2070 LPRINT USING " # " ;  C (N) ; 
1790 NEXT I 2080 NEXT N 
1800 NEXT N 2090 LPRINT " " 
1810 RETURN 2095 LPRINT 
1850 REM make v=t 2100 RETURN 

Appendix 6C Proof of Correlation Function Theorem 

The proof of the expression (6.45a) in the text is as follows: 

for jTc 5 t's ( j  + .1 )~ , .  

1 translation of integral's variable 
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= -2.- EA, C B,+, J ' p,(t) pa(t  - T - kTc) d t  k - k + j 
PTc j=o k=-m o (translation) 

Because p,(t) = 0 for t < 0 and t > Tc : 

= R%,,b (7 + kTc) 
Thus, the cross-correlation function for fa ( t)  and fb(t) is 

Appendix 6D Extension of Correlation Theorem to Bandlimited Pulses 

The derivation of (6.45a) that was presented in Appendix 6C applies to corre- 
lation and partial correlation functions for PN waveforms using baseband 
data pulses (basic waveforms) that are confined to a one-chip interval. In 
practical communications systems, it is desirable to shape the baseband data 
pulses to limit the bandwidth of the transmitted waveform. We now consider 
whether the correlation and partial correlation functions must be modified 
when filtered pulses are used in the PN waveform. 

Suppose that the baseband data pulses are Dirac delta functions: 
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Because the pulses in this instance are confined to one-chip intervals, the 
derivation of Appendix 6C applies. Therefore the autocorrelation function in 
this case is 

Strictly speaking, a delta function cannot be implemented in hardware. How- 
ever, in modern digital systems it is possible to synthesize filter impulse 
responses directly, producing the same effect as a filtered delta function. 

From linear system theory, we know that the relationship between the 
spectrum at the output of a filter and the spectrum at the input of the filter is 

where H ( f )  is the Fourier transform of the filter impulse response h(t). 
Another fact of linear system theory is that the spectrum and the auto- 
correlation function are a Fourier transform pair. Taking the inverse Fourier 
transform of (6D.3) results in 

where the "filter autocorrelation function" is defined as 

n - 
Rh(r) = F ' { [ ~ ( f  )12) = F-l{H(f)  ' H*(f  

= Ej2"fr [lIei2"ft h(t) d t ]  [Iwe -w 
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Now, let the input to the filter be given by the train of impulses in (6D.1), 
whose autocorrelation function is given by (6D.2). According to (6D.4a), the 
autocorrelation function of b(t), the filter output, is 

It follows from this result that the expressions found for the correlation and 
partial correlation functions, which involve the pulse autocorrelation func- 
tion RP(7), can be applied to the case of bandlimited pulses. If the band- 
limited pulses are produced by synthesis of a filter impulse response h(t), then 
in the expressions RP(7) may be replaced by Rh(7), the filter autocorrelation 
function. For example, if the filter impulse response is the Nyquist pulse: 

which has the autocorrelation function (see (7.116b)) 

then the autocorrelation function for a PN signal out of the filter is 

Tc 
03 

Rb (T) = - & (k) sinc[(r - kTc)/Tc] 
PT C k=-rn 

1 O0 
= - & (k) sinc[(r - kTc)/Tc] P 

k=-m 





Modulation and Demodulation of IS-95 Spread- 
Spectrum Signals 

We saw in Chapter 3 that the IS-95 digital cellular system employs spread- 
spectrum waveforms to implement a CDMA scheme and to provide spread- 
spectrum processing gain against interference. In this chapter, we review the 
~ r i n c i ~ l e s  of optimum receiver design and examine the modulation and 
demodulation of the IS-95 waveforms in the light of those principles. 

7.1 Likelihood Function 

With the statistical tools we developed in Chapter 1, we are in a position to 
derive receiver structures that are optimum in the sense that they are the 
minimum probability of emor receivers. A communication requires a sender of 
the information (transmitter) and a receiver, and the entity between the two 
parties is the communication channel. The communication channel is charac- 
terized as a medium that disturbs the transmitted signal. The disturbing phe- 
nomenon is a random phenomenon that is normally described by some 
statistical distribution. The disturbing phenomenon can be attributed to 
many sources, and they are all called noise. The noise can be either 
atmospheric noise (see Section 1.5.10 on the discussion of lognormal distribu- 
tions) or receiver-generated thermal noise (see Section 1.5.1). When we have 
the precise statistical description of the channel noise random processes, such 
as the Gaussian noise processes, we are able to derive optimal receivers that 
can be implemented in real-world situations. In reality, we are normally 
dealing with Gaussian noise channels, or additive white Gaussian noise 
(AWGN) channels. 

A block diagram model of a communications system is depicted in 
Figure 7.1, in which {mi) denotes a set of M messages to be transmitted to 
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i = 0, I, ..., M-I 

Message 
hi> 

Figure 7.1 Block diagram description of a communications system over an AWGN channel. 

the receiver by means of the signal set {si (t)), with the mapping mi --+ si (t). 
Assume that message mi is transmitted by means of transmitter waveform 
si(t). The received waveform is then given by the transmitted signal dis- 
turbed by the noise n(t). If the channel is an AWGN channel, then 

- 

where n(t) is a sample function of a white Gaussian random process. For our 
purposes at this time, we can regard the RV n(t), which is obtained from the 
Gaussian noise process {n(t)) by sampling at time t, as a zero-mean Gaussian 
RV with variance ui = :No, as discussed in Section 1.5.1.4. Suppressing the 
time notation, n(t) has the pdf 

Now, because the transmitter sent the message mi by means of the waveform 

Transmitter 
{ ~ i ( t  )I 

si (t), we can easily write down the pdf of the random variable r(t), given that 
si(t) is transmitted [see the discussion of conditional pdfs in connection with 
(1.48c)l as 

The conditional pdf of the received waveform random variable, given that the 
message is transmitted, is called a likelihood function in view of the fact that 
the mode (most likely value) is the value si corresponding to the transmitted 
message. 

Channel - Receiver 
r(t 
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7.1.1 Vector Representation of the Waveforms 

A basic approach in the development of an optimal receiver design begins 
with the idea that the waveforms can be represented by N-dimensional 
vectors [I]. The analogy of this concept is similar to the representation of a 
continuous waveform by a set of Nyquist samples. The sampling strategy 
provides two options: one is to reconstruct the original continuous-time 
waveform by processing the sampled values through an interpolation filter; 
the other is to express the joint pdf of those sampled RVs. Our purpose for 
the vector representation of the time domain waveform is to have the option 
of the latter; namely, to be able to calculate the N-dimensional joint pdf. As 
will be shown below, with the joint pdf, we can then derive the optimal 
receiver design. 

Thus, when the waveforms are replaced by vectors of the appropriate 
dimension, the wavefomz communications system becomes a vector communi- 
cations system. The question to ask, then, is whether it is ~ossible to replace 
all waveforms by finite-dimensional vectors in a communications system in 
which a set of M waveforms {si(t)), i = 0,1, . . . , M - 1 is used. The answer 
is yes, in that there are many ways in which a signal in the set {si(t)) can be 
represented as an N-dimensional vector si = (sil, si2, . . . , S ~ N )  by means of 
orthonormal (ON) waveforms {pj(t), O 5 t 5 T), j = 1,2 , .  . . , N. That is: 

where the O N  functions {pj(t)) have the property1 

in which we use the Kronecker delta bjk as defined in (7.4b). 
The representation of the waveforms {si(t)) by the vectors {si) can be 

done in two different ways. The first method may be termed the wavefomz 
synthesis approach, in that one chooses a set of O N  functions {pj(t)) and 
then synthesizes the waveforms by means of linear combinations of the ON 
functions of the form si(t) = sil p l  (t) + si2 p2(t)  + . . . + s i ~  pN(t)  using the 
components of the vector si = (sil, si2, . . . , siN) as coefficients. That is to say, 

The prefix "ortho" means "orthogonal," whereas the suffix "normal" means that 
the integral is unity for j = k. 
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given the vector si and choosing2 any set of ON functions {cpj(t)), we obtain 
(synthesize) the transmitter waveform si(t) by the procedure sj + si(t). 

The second method may be called the analysis approach, in that one 
finds a set of ON functions {cpj(t)) from the given set of transmitter wave- 
forms {si(t)), that is, deriving the vectors isi), by using what is known as the 
Gram-Schmidt orthogonalization procedure [2, 31, which we explain in 
Appendix 7A and give an example to illustrate its application. 

The two methods, the synthesis and analysis methods, are at our 
disposal and hence we can always represent the waveform communications 
system by the corresponding vector communications system, as illustrated in 
Figure 7.2. 

The waveform representation method indicated in (7.4a) is analogous to 
the representation of the vectors isi) as 

n(t ), noise waveform 
I * 

A 
m '(') +. Channel & r t 

Transmitter Receiver 
m, decision , 

{mil {dt 11 {m 

received waveform 

(a) Waveform communications system 

n, noise vector 

m > Channel + r 
Transmitter Receiver 

4, decision , 
{m)  {s i )  {mi} 

received vector 

(b) Vector communications system 

Figure 7.2 Representations of waveform and vector communications systems. 

The choice of the ON set {cpj(t)) involves the selection of transmitter waveforms, 
and hence it must be based on engineering considerations. 
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where Gj is viewed as the unit vector on the jth axis of the N mutually 
perpendicular axes cpl,  cp2,. . . , c p ~ .  Thus, the signal set {si(t)), 
i = 0,1 , .  . . , M - 1, can now be represented as M vectors {si) in an N- 
dimensional signal vector space. The concept of replacing {si(t)) with {si) is 
termed the geometric representation of signals or the vector representation of 
signal waveforms. 

In (7.4a) the coefficients isij), j = 1,2, . . . , N of the ON functions 
{cpj(t)), j = 1,2, . . . , N are extracted from the following operation: 

since dTSi(t) e ( t )  dt = L~[~:~ c sit ~ k ( t )  ] ~ j ( t )  dt 

The integral of the product of two functions is called a correlation operation, 
and thus the vector components sil, sil,. . . , s i ~  are extracted from N 
correlators as shown in Figure 7.3. 

Parseval's Theorem revisited [see (1.18g)l. Let u(t) and v(t) be two time 
functions with Fourier transforms U( f )  and V( f ), respectively. Assume that 
we have a set of ON functions {cpj(t)), 0 5 t 5 T ,  j = 1 ,2 ,  . . . , N. Then 

and 

The vector representations of u(t) and v(t) are 

Then 
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Figure 7.3 Extraction of vector components in si = ( s i l ,  s i z ,  . . . , S ~ N )  from the waveform s i ( t )  

by correlating s i ( t )  with cpj(t), 0 5 t 5 T, j = 1 , 2 , .  . . , N. 

and 

From (7.5e) and (7.59, we observe that the product of two time functions 
(signals) is equal to the scalar (dot) product of the two vectors representing the 
time functions. Let us use the following notations for the operations 
indicated in (7.5e) and (7.59: 

and 
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Loosely speaking, (7.6a) is a scalar product (correlation operation) in 
"function space," whereas (7.6b) is a scalar product in vector space. Thus, the 
relations (7.5e) and (7.59 imply that 

In Section 1.2, we have shown Parseval's Theorem (1.18g) as 

Thus we have for u(t) = v(t), 

where E is the energy3 of the signal u(t). For u(t) = s(t), therefore: 

is an expression that is prevalently used in discusssions of vector communica- 
tions systems. For a vector s, ls12 is the square of the length of the vector, and 
hence (7.7b) and (7.7~) indicate that the signal energy is equal to the square of 
the length of the vector representing the signal waveform: 

Example 7.1 Let us consider the signal vectors so and sl shown in the two- 
dimensional vector space in Figure 7.4. We wish to synthesize the wave- 

The implication is that the "voltage" u(t)  over a l-ohm load is the basis of the 
signal "energy" definition. 
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Figure 7.4 Two signal vectors in two-dimensional vector space. 

forms corresponding to these vectors by choosing ON functions q l ( t )  and 
q2(t), 0 5 t 5 T. Because the choice of {qj(t)) is the selection of transmitter 
waveforms, an engineering choice prompts us to consider the following 
waveforms: 

ql( t )  = g s i n 2 1 i  fat, 0 5 t < T (7.8a) 

2 2 
where fo = n/T, n integer. Assuming Iso[ = lsll = E, the signal vectors are 

Because the waveforms {si(t)), i = 0, 1 are given by 

si(t) = sil PI (t) + si2 (~2( t )  (7.8d) 
we have 

so(t) = 0 ql ( t )  + fi. q2(t) = g c o s 2 7 r f o t ,  0 < t < T (7.8e) 

and sl (t) = 0 - ql ( t )  - fi . ~ 2 ( t )  = - g C o s 2 7 r  fot, 0 < t 5 T (7.80 
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The signals so(t) and sl (t) are of the form 

where O0 = 0  and O1 = T ,  and, thus, these waveforms are known as binary 
phase-shift keying (BPSK) signals or antipodal [I] signals, which we discuss in 
a later section dealing with modulation. 

Example 7.2 Consider the four vectors shown in the two-dimensional 
(N = 2) signal vector space in Figure 7.5. Among several possible choices for 
cpl (t) and p2(t), let us first consider the sinusoidal waveforms for the ON set 
as given previously in (7.8a) and (7.8b). Assuming that lsi12 = E, i = 0, l , 2 , 3  
the signal vectors are expressed as 

Because the waveforms {si(t)), i = 0 , 1 , 2 , 3  are given by (7.8d), we have 

Figure 7.5 Four signals in a two-dimensional signal vector space. 
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2E 
s2(t) = 0 ~ ( t )  - fi. ~ ( t )  = -dT ~012?rfot, 0 < t < T (7.9d) 

s3(t) = fi . 91(t) + 0 p2(t) = +$'sinZ?rfot, 0 < t < T (7.9e) 

The waveforms {si(t)) can be expressed as 

These waveforms are represented as four vectors in Figure 7.5, and they are 
two sets of BPSK signals, known as quadrature phase-shift keying (QPSK) 
signals, which we discuss in a later section dealing with modulation. 

The two examples given above pertain to the case where the given 
signal vectors are transformed into transmitter waveforms based on sinusoidal 
O N  functions as shown in (7.8a) and (7.8b). We now choose different O N  
functions and show that the resulting transmitter waveforms are totally 
different from those shown in the examples above for the same signal vectors 
shown in Figure 7.5. 

Example 7.3 Now let us choose the O N  functions {cpl(t), cp2(t)) as shown 
in Figure 7.6, where the two O N  waveforms are two nonoverlapping unit 
pulses, to synthesize the signal vectors {si) shown in Figure 7.5. Because the 
signal vectors are given in (7.9a), the corresponding waveforms are those 
shown on the next page. 

2t  1 
pl ( t )  = g Recr (T - Z) 2t  3 

M ( t )  = g Rect (T - 5) 

Figure 7.6 Two nonoverlapping pulses as a set of ON functions for synthesis of signal 
waveforms. 
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These functions are illustrated in Figure 7.7. 

7.1.2 Optimal Receiver Principles for Gaussian Channels 

Consider Figure 7.8, which depicts an M-ary communications system in 
which a set of M messages {mi), i = 0,1 , .  . . , M - 1 is to be communicated 
to the receiving end by means of a set of M signal vectors {si), i = 
0,1, . . . , M - 1. That is, the system uses the mapping {mi) --t {si), where 

Figure 7.7 Transmitter waveforms for the signal vectors of Figure 7.5, synthesized with the ON 
waveforms shown in Figure 7.6. 
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Disturbance 

Figure 7.8 Vector communications system. 

n 
Deci$on 

The channel disturbs the transmitted vector components with the noise 
vector n given by 

m 
{mi} ) 

and produces the vector r at the receiver: 

The messages {mi) are random events with the known prior probabilities 
M-1 

{P(mi)), i = 0,1, . . . , M - 1 such that C P(mi) = 1. The development of 
i=O 

the optimal receiver design can proceed with the assumption that the 
disturbance is a noise random process with known distribution, so that we 
can specify the joint pdf p,, ,,,. . .,,, ( ~ 1 ,  ~ 2 ,  . . . , Q N). 

Now, suppose that the specific receiver vector is 

Transmitter 

for some transmitted message m, and hence the transmitted signal vector s. 
Although we do not know which of the M messages was sent (i.e., the 
specific index i of the actual message mi), the knowledge of the joint pdf of 
the noise vector n = (nl, n2,. . . ,nN) will give the form of the likelihood 
function, which is the conditional joint pdf of the received vector r, having 
the form 

P ~ ( Y  I s) = pr(71,72, ... YN I m)  (7.12b) 

S 

T? Channel -+ r 
Receiver 

{ma ' Data 
sink 
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The optimal receiver, which we set out to specify, must be capable of 
determining which of the M possible messages {mi) is the transmitted 
message from the knowledge of the likelihood function (7.12b) and the prior 
probabilities {P(mi)). The optimal receiver design is based on the maximum 
a posteriori probability (MAP) receiver principle. Having received the vector 
r = 7 ,  what is the probability that the reception of this particular vector 
value means the transmitted message is being m? In other words, we form the 
probability measure of the event m, given that r = 7 ,  namely P(m 1 r = 7). 
In the literature, this probability is called the a posteriori probability, or 
inverse probability, to denote the obvious argument of the possible cause for 
the observed effect. One has to compute all M a posteriori probabilities 
{P(m I r = 7)), i = 0,1, . . . , M - 1 and choose the largest (maximum) value, 
and make the message decision, A ,  corresponding to the maximum of 
{P(m I r = 7)). 

The MAP receiver design criterion can further be elaborated as follows: 
Assuming that we have received the vector r = 7 = (yl, 7 2 ,  . . . , yN) the 
MAP criterion decides that the transmitted message is mk if and only if the 
inverse probability (a posteriori probability) P(mk I r = 7 )  is the maximum of 
the set {P(m I r = 7)) .  Using the notation A to mean the message decision at 
the receiver output, and "iff" to mean "if and only if," we state the MAP 
decision criterion like this: 

% = mk iff P(mk 1 r = 7) = max {P(mi I r =7)) (7.12~) 
i 

But 

p(mi 1 r = 7 )  = P T ( ~ ,  mi) - - P(mi) pr (7  I m = mi) (7.12d) 
PT (7) pT(7) 

Assuming that the M possible messages are equiprobable, that is, their apriori 
message probabilities are all equal to P(mi) = l / M  for all i, and noting in 
(7.12d) that the factors independent of the index "i" do not affect the maxi- 
mization process, we can further simplify (7.12~) as shown below: 
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Note that the right-hand side of (7.12e) is the set of M likelihood functions, 
and thus the MAP decision criterion is reduced to the maximum likelihood 
(ML) decision criterion when the input message probabilities are assumed 
equal. In the next section, we derive a practical receiver scheme that provides 
a sufficient condition that guarantees the ML decision rule for the practical 
AWGN channel. From here on we always mean the ML decision rule when 
referring to the optimal receiver decision criterion. 

7.1.3 Correlation Receivers 

Consider Figure 7.9, which describes an M-ary N-dimensional vector com- 
munications system over an additive Gaussian noise channel. We specify the 
signal vector, the noise vector and the received vector as follows: 

Assuming that n and s are statistically independent: and that the N compon- 
ents of n are statistically independent, zero-mean Gaussian random variables, 
each with variance 02, we have the ML decision rule 

A = mk iff pr(7 I s = sk) = max {p,(-y I s = si)) 
2 

Figure 7.9 M-ary N-dimensional vector communications system. 

m 

CJ + 

This condition means that pr(7 

Transmitter 
A 

Receiver m 

CJ + 
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where 

Using the N independent and identically distributed Gaussian noise vector 
RVs: 

the ML decision criterion states 

+ min (c(~, - = m i n { l 7 - ~ i 1 ~ }  (7.13e) 
i j=1 i 

in which the dot product of a vector with itself has been recognized as the 
square of its length. The implication of (7.13e) is that the ML decision criter- 
ion (optimal decision rule) is the minimum distance decision rule. Thus, 
conceptually speaking, when the received vector is 7 = (yl, 7 2 , .  . . , -yN) the 
receiver displays it in an N-dimensional signal space in which the signal 
vectors isi) are already shown as points (known as the signal constellation); 
then the receiver picks the signal vector among the {si) which is the closest to 
the received vector. This is the concept implied in (7.13e), and we can most 
conveniently use this geometric interpretation for evaluating conditional 
error probabilities by drawing decision boundaries geometrically. 

Let us take a further look at (7.13e). The ML decision rule can also be 
stated as follows: 
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where we assume that each signal has the same energy 

and we note that the term l7l2 is independent of the decision index 3." We 
have come to observe that the maximum likelihood decision rule is maximum 
codation decision rule as well as a minimum distance decision rule. The 
correlation operation is defined both in the vector space and in the function 
(waveform) space: 

T 

(r(t) , si (t)) 4 / r(t) $(t) dt (7.13h) 
0 

It is important to note that the vector communications system implements a 
correlation receiver, shown in Figure 7.10, based on the expression (7.13i), 
which is a sufficient condition for the ML decision rule. 

Compute 

N 
C ri sij 
j -  1 

SO s1 S ~ - l  - 
Available at the receiver 

Figure 7.10 Correlation receiver that guarantees the ML decision rule for M-ary 
communications over N-dimensional vector channels in additive Gaussian noise. 
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The system in Figure 7.10 extracts the N received vector components 
{ri) for performing the M discrete-time correlations represented by (7.13j). 
We can still specify the correlation receiver for the waveform channels by 
mechanizing the M continuous-time correlations implied by (7.13i), as shown 
in Figure 7.11. Figures 7.10 and 7.11 are equivalent for the implementation of 
the ML decision rule. The distinctions between them pertain to their use in 
real situations and in the choice between digital signal processing or analog 
signal processing for the receiver implementation. 

7.1.4 Matched Filter Receivers 

The correlation receiver shown in Figure 7.10 can be replaced with one in 
which matched filters replace each of the multipler-integrator operations. 
Consider a linear filter with impulse response hj(t) and assume that the input 
and output are r(t) and yj(t), respectively, as depicted in Figure 7.12. Then 
we have 

r t  

Figure 7.1 1 Correlation receiver that guarantees the ML decision rule for M-ary 
communications over the M-ary waveform channel in additive Gaussian noise. 
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Figure 7.12 A linear time-invariant filter with impulse response hj(t) .  

Now, assume that the ON functions {cpj(t)) used in Figure 7.10 are iden- 
tically zero outside the time interval (0, T) and set 

If we put (7.14b) in (7.14a), the filter output is 

and the output sampled at t = T is 

That is, (7.14d) is exactly the operation being performed in the jth branch of 
the correlation receiver in Figure 7.10 to produce the received vector 
component rj . The filter hj(t)  that is a mirror image of cpj(t) with a delay of 
T; that is, cpj(T - t )  as shown in (7.14b), is called a matchedfilter. Figure 7.13 
shows the filter matched to cpj(t), O I t I T .  

An alternative implementation for the ML optimum receiver in lieu of 
the configuration of Figure 7.10 is shown in Figure 7.14, where the 
correlators are replaced by matched filters. 

U Sample at 

t = T  

Figure 7.13 The matched filter for cpj(t), 0 5 t < T. 
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Compute 

N 

C ri sij 
j= 1 

i = 0, 1, ..., M-1 

- 
Available at the receiver 

Figure 7.14 The matched filter receiver that guarantees the ML decision rule for M-ary 
communications over N-dimensional vector channels in additive Gaussian noise. 

The choice between the correlation receiver configuration of Figure 7.10 and 
the matched filter receiver configuration of Figure 7.14 depends to a large 
extent on the choice between hardware designs for multipliers and filters. 
Under ideal conditions, both perform exactly the same way. 

The correlation receiver using the signal waveforms {si(t)), shown in 
Figure 7.11, can also be replaced with one using matched filters, as illustrated 
in Figure 7.15. 

Let us examine the matched filter shown in Figure 7.16, which is a 
representation of a single branch of the receiver in Figure 7.15. We assume 
that the input r(t) consists of the signal s(t) and an AWGN component with 
two-sided spectral power density No/2; that is: 

r(t) = s ( t )  + n ( t )  (7.15a) 

with s(t) defined on 0 5 t 5 T and Sn( f )  = No/2, I f  ( < oo. Because 

we have 
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Figure 7.15 Matched filter implementation of the ML receiver using the waveform set 
{si(t),O 5 t  5 T ) , i  =0 ,1 ,  ..., M - 1. 

Figure 7.16 Matched filter receiver matched to the signal s(t), 0 5 t 5 T. 

n 00 co 

y. (t) = s(a) h(t - a )  d a  = [ s(t - a )  h(a) d a  

The output SNR is 

(a) , - (SNR), = E{Y:(T)) - YP) 
E{Y:(T)} - yi(T) 

From (7.15~) and (7.15d): 
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J -cc J -cc 
03 

= Im / 0 3 ; ~ o ~ 6 ( a - p ) h ( a ) h ( p ) d a d p  = +No/ h 2 ( a ) d a  
-03 -CO -cc 

(7.15g) 
Thus, we have 

Using the Schwarz inequality, which is 

[L a(t)  b(t) dt] 5 [ l I a 2 ( t )  dl] [QV) dt] 

with equality iff a(t)  = b(t), (7.15h) can now be expressed as 

s2(t - a )  da] [Jmh2(a) da] 03 

-03 = 21 s2 (a )da  (7.15j) lNoIrn 2 h2(a) d a  No -, 
-03 

Because s2(a) d a  = E, we have S_: 

Note the equality condition of (7.15); we see that when h(t) = s(T - t )  (i.e., 
the filter is matched to the signal), we have 
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The matched filter, therefore, is not only equivalent to the correlator, but it is 
also optimum in the sense that the output gives the maximal output SNR, 

(S/ N)*, m a -  

Another remark on the matched filter is in order: If we take the 
Fourier transform of h(t) = s(T - t), we obtain 

H( f )  = F{h(t)) = F{s(T - t)) = s(T - t )  e-j2nft dt SP, 
J-00 J-CO 

= S* ( f )  e-j2nfT (7.17) 

Note that the Fourier transform of the filter matched to the signal s(t), 
0 < t < T ,  is the complex conjugate of the Fourier transform of the signal 
and, for this reason, the matched filter is also known as a conj~gatefilter. 

Example 7.4 Let us consider that the input signal to the conjugate filter is 
s(t) = cos2afot, 0 5 t 5 T,  with fo = n/T,  n integer (T is an integer 
number of periods of fo). Then h(t) = s(T - t) = cos[2a fo(T - t ) ]  and 

- - Jo 

2 f a )  C O ~  ( T  - t + a)]  l a ,  T < t < 2T 

The output of the matched filter is shown in Figure 7.17 for the case of 
foT = 5. Note that the output is maximum at the instant t = T. 
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a n2 T 3 n2 2 T 

Time 

Figure 7.17 Output of filter matched to cos27r fat, 0 5 t 5 T ,  with the maximum occurring a t  
t = T. 

7.1.5 Performance Evaluations for M-ary Communications in AWGN 

We discussed ML receiver implementations in Section 7.1.3 and showed that 
there are two ways of accomplishing the optimal receiver signal processing at 
the receiver to render the optimal decision (&) as to the transmitted message. 
They were the minimum distance decision rule and the maximum correlation 
decision rule, which could also be alternatively implemented by using 
matched filters. For digital communications, the performance measure of 
such optimal receivers is the probability of error. The decision rules are signal 
processing schemes implementing sufficient conditions that assure the 
optimality criteria, but they themselves do not reveal how well they perform 
in terms of the probability of error for a given M-ary communications system 
over an AWGN channel. 

We have seen that the signals {si(t)) are represented as M points {si) in 
an N-dimensional vector space in an M-ary communications system. The 
minimum distance decision rule dictated the computation of the distance of 
the received vector r = 7 from each of the signal vectors isi), and the 
message decision is made on the basis of the minimum distance (shortest 
distance). 

Decision regions and error probability calculations. Let us consider an M- 
ary communications system in an N-dimensional signal vector space: The M 
signal vectors are given as isi), i = 0,1, .  . . , M - 1 and the N-dimensional 
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- 
Gaussian noise vector is given by n = (nl, n2,. . . , nN) with n j  = 0, j = 

1,2, . . . , N and = ( $ J U O ) ~ ~ ~ .  The N-dimensional joint pdf of the 
Gaussian noise RVs was given in (7.13d), and with u2 = ;No we have the 
joint ~ d f  

The pdf (7.19a) is spherically symmetric [I], meaning that pn(cu) does not 
depend on the direction of the argument vector cu = (a l ,  a 2 , .  . . , aN),  but 

only on the magnitude la1 = 4-. Figure 7.18 shows an 

example of signal vectors isi) displayed as points in a two-dimensional 
(rectangular) vector space. 

The signal vectors {si) shown in Figure 7.18 are known and available at 
the receiver, and, hence, when the received vector r = 7 = (yl, 72, . . . , yN) is 
also displayed as a point in the vector space of that figure, the distance 17 - sj 1 
is measured for all i = 0,1,.  . . , M - 1. The performance evaluation for the 
system, however, must be based on the conditional probability of error or the 
conditional probability of correct decision. Let P(C 1 mi) denote the condi- 
tional probability of cowect decision, given that message mi (and hence si) is 
transmitted. In Figure 7.18, we depict a situation where the correct decision 

Figure 7.18 Signal vectors shown in two-dimensional signal vector space. 
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region Ri is shown as a shaded area for the signal vector si. That is, whenever 
the received vector r = y falls in the shaded region, the correct decision is 
made. Thus 

P(C I mi) = Pr{r falls in region Ri I mi) = Pr{r E Ri I mi) (7.19b) 

Hence, the conditional probability of error P(e I mi) given that m = mi 
(message mi is transmitted) is 

P(e I mi) = Pr{r falls outside region Ri I mi) = Pr{r P Ri I mi) (7.19~) 

Before we proceed further, we need to point out that the both conditional 
probability of error and the conditional probability of correct decision 
Pr{r = 7 E Ri I mi) are invariant to rotation and translation of vector 
coordinates [I], and this fact is illustrated in Figure 7.19. It should be noted, 
however, that the translation changes the distance of the vector from the 
origin and, hence, it affects (changes) the signal energy: 

Assuming that we calculated the conditional probability of correct 
decision, given m = mi, i = 0,1 , .  .. , M - 1, we then obtain the total 
unconditional probability of correct decision P(C) by averaging over all 
message probabilities {P(mi)}: 

M-1 

p(C) = C p(mi) P(C I mi) 

Had we calculated the conditional probabilities of error {P(e I mi)), the total 
probability of error P(e) is obtained by averaging them over all message prob- 
abilities: 

(P2 (P2 9 2  

Figure 7.19 Illustration of conditional probability of correct decision being invariant to rotation 
and translation of coordinates. 
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Because 

we can also obtain the performance measure (i.e., the probability of error) by 
first obtaining the probability of correct decision: 

Example 7.5 Binary communication over an AWGN channel. Consider 
the two signal vectors shown in Figure 7.4, redrawn here in Figure 7.20(a). 
Note that two signal vectors are separated by the distance d, and each is 
distance d/2 from the origin, where 

We wish to compute the probability of error for the binary communications 
system with each message probability equal to i. Suppose we rotate the 
signal set 90•‹, so that the signal vectors lie on the cpl axis as shown in Figure 
7.20(b). Now, recall from (7.13e) that the ML optimum decision rule is based 

2 on the minimum distance decoding criterion rnin ly - sil . First, let us 
i 

consider the two vectors in Figure 7.20(a). Because the cpl axis is the locus of 
all points equidistant from so and sl , the decision rule is 

'P2 

90" rotation 

dl2 
I 

(a) antipodal signals lying on 
the cpz axis 

(b) antipodal signals lying on 
the cpl axis 

Figure 7.20 Binary signal vectors for equiprobable messages (examples of antipodalsignals). 
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mo iff r = 7 falls in the half-plane above the cpl axis 

ml iff r = 7 falls in the half-plane below the cpl axis 

Thus, the conditional error event, given mo is transmitted, is the received 
vector r = 7 = so + n falling in the lower half-plane, below the cpl axis. The 
evaluation of P(e 1 mi) can be accomplished most conveniently if we assume 
that a translation is done in such a way that si is located at the origin (0,O) of 
a new coordinate system. (This assumption is tantamount to drawing a new 
coordinate system with origin located at the signal position.) This is an 
application of the earlier statement that rotation and translation do not affect 
the error probability or the probability of correct decision. Therefore, the 
conditional probability of error P(e I mo) is given by 

P(e I mo) = Pr(7 E half-plane below cpl axis I s = so) 

= Pr{n2 < -d/2) = Pr{n2 > d/2) (7.21b) 

Similarly, when ml is sent, an error occurs if r = 7 is in the upper half-plane, 
with probability given by 

P(e I ml) = E half-plane above cpl axis I s = sl) 

= Pr{nz > d/2) (7.21~) 

But the pdf of ni is given by 

Hence, we have 
03 

P(e I mo) = P(e I ml)  = Pr{n2 > d/2} = 1 p,(a)da 
d l 2  

where Q( . ) is the Gaussian Q-function. For the equally likely message 
assumption, we have the total unconditional probability of error 
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1 
P(e) = C P(mi) P(e I mi) = ;[p(e I mo) + P(e I ml)] 

Had we considered the two signals shown in Figure 7.20(b), we would have 
calculated the identical conditional error probabilities 

and 

Thus, from (7.22a), the unconditional total probability of error equals the 
conditional probability of error, given by 

which is the probability of error for any binary (set of M = 2) signal vectors 
with mutual distance d = Iso - sll, no matter how they are located in the 
signal space. Further, the error probability shown in (7.23) is the minimum 
error probability because it is computed on the basis of the optimum (max- 
imum likelihood) decision criterion. We previously called the antipodal 
signals BPSK signals and assumed that signal energy is lsi12 = E, i = 0 , l  for 
each bit of the binary message. Thus, d = 2@ and we have the well-known 
bit error probability or bit error rate PER) expression 

Example 7.6 Binary orthogonal signals. Figure 7.21 shows two orthogonal 
signal vectors with the distance 
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Figure 7.21 Binary orthogonal signals. 

Using the "formula" given in (7.23), we have the probability of error for 
binary orthogonal (BO) signals 

Note that, when compared with the antipodal signals of the BPSK system, the 
binary orthogonal system is 3 dB poorer than the BPSK system in BER per- 
formance. This comparison is shown in Figure 7.22. 

7.1.6 Union Bound on the Probability of Error of M-ary Communications 
Systems 

The exact computation of the probability of error for an M-ary communica- 
tions system can be tedious and difficult at times when the signal constellation 
is such that the conditional   rob abilities of error for some signal vectors do 
not lend themselves to simple calculation. Hence, an upper bound on the 
probability of error can be an appropriate measure of system performance, 
just as the Chernoff bound and Central Limit Theorem are used in lieu of the 
exact calculation of required probability measures. The union bound on the 
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Figure 7.22 Probabilities of error for binary antipodal and binary orthogonal systems. 
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probability of error for an M-ary communications system is an important 
tool for performance analysis, and we derive this bound in this section. 

Consider the signal constellation shown in Figure 7.23. Let us assume 
that the signal vector sk is transmitted, and that the received vector is r. 
Then, according to the minimum distance decision rule, the receiver would 
make a wrong decision if the received vector r is closer to a signal vector 
other than sk, the transmitted vector. To express this error event more 
succintly, let us introduce a simple event notation as follows: Define 

n Er(si, sk) = Event that the received vector r is closer to the signal 
vector sk than to the transmitted vector si (7.26a) 

Clearly 
n Er(si, sk) = Event{lr - ski < Ir - sill (7.26b) 

Thus, given that the message mi is transmitted (i.e., m = mi), a (conditional) 
error event occurs whenever the received vector r is closer to at least one (or 
more) signal sk, k # i than it is to the transmitted signal vector sk. The 
conditional probability of error P(e I mi) can then be written as the prob- 
ability of the union of events: 

Figure 7.23 Signal constellation of { s i )  for an M-ary communications system in a two- 
dimensional signal space. 

S . 
J 

S~ 

Received 
vector 

Si 
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The probability of the union of events A and B was given in (1.43d) as 

where A n  B is the intersection of the events A and B. In the M-ary com- 
munications situation, if we ignore the intersection events of the events 
{E,(s~, sk)) for all k # i, (7.26~) can be bounded above by the sum of the 
probabilities of the events {E,(si, sk)) for all k # i. Thus 

M-1 M-1 

P(e I mi) 5 x ~ [ ~ r ( s i ,  sx)] = x Pr{lr - srl < Ir - $ 1  I mi) (7.26d) 

This is the union bound on the conditional probability of error. Note that 
each term depends only on the two signal vectors si and sk, and therefore we 
can use (7.23) to identify the probability of the kth term as 

so that 

Pr{lr - ski < Ir - sil I mi) = Q (1s-4) 

The union bound on the total unconditional probability of error is obtained 
by averaging the conditional probability of error over all messages with their 
message prior probabilities {P (mi)). Thus 

Certain signal constellations are such that the conditional probability of 
correct decision is identical for all signals in the set. In such a case, the 
conditional error probability, or its union bound, is identical to the total 
unconditional error probability, or its union bound, for equal message prob- 
abilities P(mi) = 1/ M, i = 0,1, . . . , M - 1. The signal constellations of 
these types are called completely symmetric signal sets and have the property 
that "any relabeling of signal points can be undone by a rotation of 
coordinates, translation, and/or inversion of axis" [I]. 
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Example 7.7 The five signal vectors shown in Figure 7.24 are to be used for a 
5-ary communications system over an AWGN channel with two-sided power 
spectral density No/2. Find the probability of symbol error P(e) assuming 
equal message probabilities. 

Solution: To obtain the probability of error, we first consider 
calculating the conditional probability of correct decision P(C I mi) given 
that message mi is transmitted. Thus, when the received vector is 
r = 7 = (Y~, Y~), we need to compute the probabilities 

where Ri is the correct-decision region for signal si. We can see that the 
calculations for the probabilities (7.28a) are somewhat difficult because of the 
shape of the decision regions. Therefore, it is prudent to consider the union 
bound calculation for the probability of error measure of this 5-ary communi- 
cations system. Using the geometry of Figure 7.25, we first compute the 
upper bound on P(e I mo) using the conditional union bound "formula" 
(7.27b): 

Figure 7.24 Five signal vectors {si), i = 0 , l ,  2 ,3 ,4  with decision regions {R i )  separated 
by dotted lines. 
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2 
Isi/ = E,, i = 1 ,2 ,3 ,4  

 SO(^ = 0 

Figure 7.25 Five signal vectors for union-bound error probability calculation. 

The upper bound for the case of m = ml is 

where 



Modulation and Demodulation of I S 9 5  SS Signals 71 1 

It is clear that the signal constellation {sl, sa, ss, s4), not including so, is a 
completely symmetric constellation, and thus 

The total unconditional union bound on the probability of error is therefore 
given by 

I ,  

Example 7.8 Consider an M-ary communications system of equal-energy 
orthogonal signals {sill i = 0, I, . . . , M - 1, to be used for communication 
over an AWGN channel with variance No/2. All messages are equiprobable. 
The M signals can be represented as points, one each on the N = M 
mutually orthogonal axes, as depicted in Figure 7.26 for the example of three 
orthogonal signals. For an N = M-dimensional signal space, the M-ary 
signals are represented as 

Figure 7.26 Three orthogonal signals in three-dimensional vector space. 
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The exact calculation for the probability of error is shown in most of the 
standard textbooks on modulation [I]. A closed-form expression is not 
available. The signal set shown in Figure 7.26 is an example of a so-called 
completely symmetrical signal set, and, hence, for these M equally likely, 
equal-energy signals, the union bound is easily obtained to be 

Using the approximation for the  function Q(a) in (1.490, we have 

In an M-ary communications system, each of the M messages {mi), 
i = 0,1, .  . . , M - 1, can be represented by a K-tuple binary sequence with 
M = 2K. The waveforms {si(t)} corresponding to the signal vectors {si) are 
symbols, and each symbol represents K information bits. The bit rate, de- 
noted Rb, is given by 

where T is the symbol duration. If we substitute (7.30a) in (7.29c), we have 

Because E, = KEb = TP, (7.30~) 
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where Eb is the energy per information bit and P, is the average power, 
(7.30b) can be expressed as 

Let us now look at the conditions under which the probability of error P(e) 
approaches zero. From (7.30d), we see that P(e) + 0 as K + m under the 
condition of 

Also, (7.30e) states that P(e) + 0 as T + m of the bit rate Rb meets the 
condition that 

The interpretations of (7.31a) and (7.31b) are important and significant in 
understanding the asymptotic behavior of orthogonal modulations. The con- 
dition (7.31a) has to do with a system with bit-by-bit transmission of the 
components of orthogonal signals, whereas (7.31b) pertains to schemes in 
which each message symbol uses an orthogonal signal waveform for trans- 
mission. The reader is referred to [I] and [4] for further discussion on this 
subject. We do, however, make reference to the conditions of (7.31a) and 
(7.31b) in Chapter 8 in connection with channel coding. 

7.2 Modulation Schemes Used in the IS-95 System 

In Chapter 4, "Overview of the IS-95 Standard," the forward and reverse links 
were described in block diagrams. With the exception of the pilot channel, 
which exists only in the forward link, we noted that every channel, in both 
forward and reverse links, convolutional channel coding is used. Also noted 
was the fact that every channel, including the pilot channel, employs a QPSK 
modulation scheme. The QPSK modulation used in the forward and reverse 
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links has the characteristic feature that the identical information symbols are 
multiplied by distinct PN sequences in the in-phase (I) and quadrature (Q) 
branches of the transmitter. This modulation is different from conventional 
QPSK modulation, in which the I and Q branches take alternate information 
symbols [5-81. 

The pilot channel allows the mobile stations to acquire the forward link 
carrier phase information, and, hence, forward link demodulation is accom- 
plished coherently. 

For the reverse link, however, no pilot channel is provided and, hence, 
coherent demodulation is not possible. The coded-and-interleaved informa- 
tion symbol sequence is transformed to a new sequence by a Walsh orthog- 
onal block encoder, denoted W(64, 6)) in which each group of six input 
binary symbols is transformed to a block of 64 Walsh chips. The Walsh 
modulated symbols are multiplied by the mobile station-specific PN code 
sequence. This resultant sequence is offset QPSK (OQPSK) modulated for 
transmission to the base station. Because of the lack of phase information on 
the uplink (reverse link) carrier, the I- and Q-branch symbols cannot be co- 
herently demodulated. The reverse link I- and Q-branch symbol decisions are 
not made immediately following carrier removal. Instead, the I- and Q- 
branch baseband values are passed on to the 64-ary Walsh orthogonal non- 
coherent demodulators. We analyze in detail the IS-95 CDMA reverse link 
orthogonal demodulation system in this chapter. By demodulating (decoding) 
the Walsh symbols in the phase incoherent demodulator, the corresponding 
six-symbol information sequence is extracted, thereby accomplishing 
demodulation without the benefit of having carrier phase information. 

The performance measures of the demodulation schemes used in the 
forward and reverse links are analyzed for both the AWGN channel and 
Rayleigh fading channel environments. Included in this chapter is an analysis 
to show the reason behind the selection of QPSK modulation in the CDMA 
system instead of simple BPSK modulation. 

7.2.1 Forward link 

All the forward link channels (pilot, sync, paging, and traffic) employ QPSK 
modulation for information symbol transmission. Figure 7.27 depicts the 
transmitter configuration for the nth channel, where n denotes any one of 
the forward link channels. When n denotes the pilot channel, the data wave- 
form D,(t) is the constant 1, meaning that the pilot channel does not carry 
information. That is: 
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+I augumented PN sequence 
period = 32,768 = 64 x 512 chips 
rate (R,) = 1.2288 Mcps 

q t >  c0soot 

+I data waveform 
includes coding, scrambling 
rate (R,) 5 19.2 ksps 

Pulse-shaping 
LPFs 

+1 Walsh function I I 
rate (R,) = 1.2288 Mcps I 

= 64 x 19.2 ksps cQ(t) 
period = 64 chips +I augumented PN sequence 

period = 32,768 = 64 x 512 chips 
rate (R,) = 1.2288 Mcps 

Figure 7.27 Transmitter configuration for the n th  forward link channel. 

In Figure 7.27, we see that the data waveform Dn(t) is multiplied by the 
Walsh function Wn(t), and then the resultant product Dn(t) Wn(t) is fed to 
the upper branch as well as the lower branch. CI(t) represents the PN 
sequence for the upper branch and CQ(t), the PN sequence for the lower 
branch. Because of the fact that Wn(t), CI(t), and CQ(t) represent respective 
sequences running at the same rate, the resultant sequences 

are also random sequences with polarity f 1 for each transmission symbol. 
Note that Dn(t) represents coded and interleaved information symbols of 
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duration Ts, whereas Wn(t), Cz(t), and CQ(t) represent "chip" symbols of 
duration T,. We therefore have the two symbol rates5 

1 
Rs = T,  for the coded-symbol rate (7.32d) 

1 
RC = for the PN and Walsh chip rates (7.32e) 

The FIR filter, which we discussed in detail in Section 1.4.2, shapes the 
symbol pulse to be modulated by the in-phase carrier (cos wot) for the upper 
branch, and by the quadrature carrier (sin wot) for the lower branch of Figure 
7.27. The in-phase carrier-modulated branch is the I channel and the 
quadrature carrier-modulated branch is the Q channel. 

It is clear from Figure 7.27 that the QPSK modulated symbol represents 
two information symbols, consisting of I- and Q-channel "information 
symbols." The reason for summing I and Q channel waveforms is that it is 
simply the most convenient and economic way of transmitting the symbol se- 
quence information of each channel (I and Q), by means of a single carrier. 
To see this, let us ignore the effect of the FIR spectral shaping filters and 
express the QPSK modulated waveform as follows: Because I(t) and Q(t) 
assume the two possible values of f 1, we may use indexes i and j to indicate 
that Ii(t) and Qj(t) assume the value +I  for i = j = 1 and the value -1 for 
. . 
z = j = -1. We then have 

sn(t) = An[Ii(t)cos wet + Qj(t) sin wet] 

where 

and A, is an appropriate amplification factor for channel n. Therefore, there 
are four possible symbol pair patterns6 {Ai, Bj) or {ai, b j )  of 

Numerical relationships between R, and R, are shown in Tables 3.1 (sync 
channel), 3.2 (paging channel), and 3.3 (traffic channel) in Chapter 3. 

We use the notations A,B E {+I, -1) and a, b E {0,1} as we did in Section 6.4 for 
denoting binary sequences over the respective sets. 
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{Ii(t), Qj(t), 0 I t I Tc), where 2, j E {+I, -1) in (Ai, Bj) notation, 
whereas i, j E (0 , l )  in (ai, bj) notation. Thus 

The corresponding phases of the carrier are 

The phase transitions corresponding to the symbol pair patterns are shown in 
Figure 7.28. We observe from Figure 7.28 that a given symbol pair can make 
a transition to all other possible pairs, including the same symbol pair pattern. 
For example, the symbol pair pattern (Ii, Qj) = (ai, bj) = (0, 0) can change 
to any of ((0, O), (0, I ) ,  (1, O),  (1 , l ) )  at the next symbol interval. When a 
phase transition takes place by crossing the origin, the transmission wave 
shows a large variation in amplitude; other transitions may or may not 
involve a change in amplitude. Thus the QPSK waveform in general is a non- 
constant amplitude waveform. Nonconstant amplitude induces amplitude-to- 
phase conversion distortion if the transmission characteristic is not perfectly 
linear. For the forward link, the transmission characteristic can be designed 
to be linear, using a linear amplifier, thereby tolerating the amplitude 
variations due to the QPSK modulation. 

4 Q - channel 

(1, I)++(O! 0)  
(A, B)++(a, b) 

+ I - channel 

(1, -I)++(O, I )  
(A, B)*(a, b) 

Figure 7.28 Signal constellation of QPSK modulation and carrier phase transitions with 
respect to symbol pair transitions. 
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On the other hand, for the reverse link, which is analyzed in Section 
7.22, the IS-95 system employs OQPSK. In OQPSK modulation, the Q- 
channel symbol is one-half symbol delayed with respect to the I-channel data 
symbol, as illustrated in Figure 7.29. The I-channel in Figure 7.29 shows for 
both QPSK and OQPSK the symbol data sequence 1, - 1, 1, 1, - 1, 1, while 
the Q-channel for QPSK shows the example sequence - 1, 1, 1, - 1, 1, - 1. 
This is the case of the symbol pair pattern transitions (1, -1) + (-1,l) -+ 

(1,l) + (1, -1) -+ (-1,l) + (1, -1). The corresponding phase 
transitions are 

180' -90' -90' 180' 180•‹ 
(Reference, -45') + (135O) + (45O) -+ (-45O) + (135O) + (-45O) 

(7.34d) 
The Q-channel for OQPSK in Figure 7.29 shows the identical pattern as that 
for QPSK, but T,/2 sec delayed, where Ts is the symbol duration. Let us 
observe the symbol pair patterns with respect to transitions of both the I- 
channel and the delayed Q-channel sequences. We then have 

Now, regarding the first symbol pair (1, -1) as the reference, these pair 
transitions will show the following phase transition pattern: 

lchannel  
QPSK, OQPSK 1 1  

Q-channel 
QPSK 

Q-channel T . 2  

OQPSK I I I I 

Figure 7.29 Symbol transition patterns in QPSK and OQPSK modulation. 
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Note that in the case of OQPSK modulation, the phase transitions never 
exceed f 90•‹, and this fact is illustrated in Figure 7.30, in which the QPSK 
waveform shows 180' carrier phase changes, while the OQPSK waveform 
shows only 90' carrier phase changes. 

A signal constellation for the OQPSK modulation is given in Figure 
7.31, showing the symbol pair patterns along with the carrier phase 
transitions, which can be compared with those of QPSK shown in Figure 
7.29. 

QPSK 

Figure 7.30 Illustration of the maximum carrier phase transitions in QPSK and OQPSK 
modulation systems. 
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Figure 7.31 Signal constellation of ODPSK modulation and carrier phase transitions with 
respect to symbol pair transitions. 

7.2.1.1 Error Performance of Forward Link Channel Symbols in AWGN 

From Figure 7.27, we see that the modulation scheme is QPSK for each 
channel n, where n represents any one of 64 possible forward link channels. 
The QPSK modulation is made up of two independent BPSK modulations of 
I and Q carriers. The QPSK signal s,(t) is translated to a higher carrier 
frequency and radiated into the air for it to be received by the intended 
mobile station. At the mobile station receiver, I- and Q-channel symbols are 
demodulated separately. This is done by first extracting the I and Q decision 
variables through coherent multiplication of the received waveform with I- 
and Q-channel carriers. We first analyze the forward link error performance 
under the assumption that there is no multipath interference and no multiple 
access interference (MAI).7 This is an ideal assumption because there are, in 
reality, multipaths from the transmitted signals that have different Walsh 
function multiplexing from that of the direct path. 

Analysis under no multipath and no MA1 due to signals from other cells. 
Consider Figure 7.32, which depicts the forward link Walsh function orthog- 
onal multiplexing configuration consisting of M = 64 channels, each with the 

' MA1 due to own cell as well as adjacent cells is considered in the CDMA system 
performance analysis in Chapters 10 and 11. 
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processing depicted previously in Figure 7.27. The transmitted forward link 
waveform can be written 

where fo is the selected center frequency, and I(t) and Q(t) are the in-phase 
and quadrature-phase waveforms 

where Cz(t) and Co(t) are two distinct maximal length short f 1 PN 
sequences clocked at the chip rate R, = 1.2288 Mcps. The {bi} are digitally 
controlled channel transmitter amplitudes, which can be different for each 
channel, depending on the signal power requirement of that channel at the 
receiving end (mobile station). The {Wi(t)) are 64-chip f 1 periodic Walsh 
functions, clocked at the same chip rate R,. The {Di(t)} are f 1 data 
symbols, possibly including coding and scrambling, and clocked at rates no 
greater than RJ64 = 19.2 ksps. The pulse shaping controls the bandwidth of 
the waveform in the way explained in Section 1.4; we ignore the effects of this 
shaping in the error performance analysis to follow. 

During reception of one data symbol, the received waveform r(t) at the 
particular mobile using channel n can be expressed as 

n(t) = n, (t) 4 cos2x fot + n, ( t )  fi sin2x fot 
where 
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T, = 64Tc = 64/Rc = Walsh function period 

n(t) = G(0, ;No), nc(t) = G(O, +No), n,(t) = G(O, ;No) (7.36~) 
and 

si (t) = CI (t) [AiWi(t)Di(t)] ~ 0 ~ 2 7 ~  fot 

+ CQ(t)[AiWi(t)Di(t)] sin2rfot, i = 0,1, .  . . , M - 1 (7.36d) 

The {Ai) denote the amplitudes of the received I- and Q-channel carriers, 
i = O , l ,  ..., M-1.  

It is clear from observation of (7.36d) that the receiver needs to multiply 
the received waveform by both CI(t) cos27~ fot and CQ(t) sin% fot to obtain 
the information carrying Walsh function, W,(t). Hence, the receiver 
configuration for the nth channel receiver should be of the form shown in 
Figure 7.33. The quadrature components rc(t) and r,(t) developed by that 
receiver are 

rc(t) = [r(t) x f i  cos2nfot] x Cr(t) 
lowpass 

. M-1 

M-1 

= - C A ~ D ~  (t)Wi (t) + n~ (t) JZ i=o 
and 

Figure 7.33 Optimal demodulator for n th  forward link channel for symbol decirionE,(t). 
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with nc(t) and ns(t) being uncorrelated noise waveforms with spectral 
density levels ;No in the bandwidth of the lowpass filters. The sum of r,(t) 
and r,(t) is 

Now, performing the correlation with the assigned mobile station 
W l h  function Wn(t) to extract the decision fin(t) on the polarity of the 
data symbol Dn(t), we have the decision statistic 

where Di(t) is constant during the interval of integration, we have used the 
orthogonality of the Walsh functions, and where 
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The noise term 77 is a Gaussian RV with mean m, and variance at , denoted 
77 = G (m,, a:), where the mean is 

The variance of 77 is given by 

in which we have used the fact that 

It is clear that we need to calculate the noise correlation functions that appear 
in the integrand of (7.39a). Because the integral may be viewed as a lowpass 
filter, we can simplify the analysis by "lumping" all the filtering effects of the 
I and Q branches of the receiver into the integrals, as if the lowpass filters in 
Figure 7.33 were absent. Using this approach, the noise waveforms nc(t) and 
n,(t) can be treated as white noise with spectral density &No [I] and with the 
corresponding correlation function ;No S ( T ) ,  and the variance in (7.39a) 
becomes 
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because C:(t) = C$(t )  = W i ( t )  = 1. Therefore, the noise term defined in 

(7.38b) is given by 

Because the decision variable is the Gaussian noise term r ]  plus the data- 
dependent quantity &D.A,T, = * &A.T,, the probability of error is 
identical to that of binary antipodal signals with distance d = ~*A,T,, as 
illustrated in Figure 7.20. The data symbol error probability therefore is 

energy of the signal over the duration of a Walsh using the fact that the 
n period is Ew = AiT,. Note that the Walsh symbol, consisting of 64 Walsh 

chips, represents one coded information symbol; thus, using Es to denote 
symbol energy, we have E, = E, and 

In this analysis we used ideal assumptions8 and represented the receiver as 
performing analog operations, such as integration, while the actual receiver 
employs digital operations. 

The ideal assumptions include perfect PN code synchronization. We will discuss 
PN code acquisition and tracking in a later section of this chapter. 
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7.2.1.2 Error Performance of Forward Link Channel Symbols in Rayleigh 
Fading 

In this section, we obtain the error performance expression for forward link 
symbol modulation for the Rayleigh fading channel. Now, suppose that the 
transmitted QPSK signal, consisting of two independent BPSK modulations, 
is subjected to Rayleigh fading due to multipath effects. Then the received 
signal term for Walsh channel i included in (7.36a) can be expressed as 

s i c  ( t )  = I ( t )  cos27r fot + aQi ( t )  sin27r fot (7.42a) 

where Ii and Qi are the f 1 parts of the quadrature modulations after factor- 
ing out the amplitude Ai = J2E,/T,, with E, representing the chip energy 
in each quadrature channel without fading. In (7.42a), a is a Ra~leigh RV 
(Rayleigh attenuation parameter) and its pdf is given by 

where b = 2 is the mean square value of the Rayleigh RV. In view of (7.42a) 
the Rayleigh fading has the effect of replacing the received symbol energy E, 
with a2Es, and thus the error probability of the BPSK system of quadrature 
PN chip-modulation symbol transmission in Rayleigh fading should be 
obtained by averaging the symbol error probability in (7.410b) over RV a: 

Using the pdf given in (7.42b), we then have 
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The details of the calculation for the result of (7.42e) are carried out in 
Appendix 7B. 

The antipodal signal AWGN channel error performance (7.41b) and 
Rayleigh fading channel error performance (7.42e) are plotted in Figure 7.34 
with P,(e) replaced by PspsK(e) and E, replaced by E, so that the plots 
would lend themselves to a wide range of applications in which the energy 
refers to different parameters (bit, symbol, chip, etc.). 

7.2.2 Reverse Link 

As seen in the system description for the reverse link in Chapter 4, there are 
only two channel categories in the reverse link: access channel and traffic 
channel. There is no pilot channel as there is in the forward link. The signal 
processing for the reverse link channels at the base station, therefore, does not 
have the benefit of a pilot channel and, hence, the signal processing is 
noncoherent. The term "noncoherent" means that the receiver does not have 
knowledge of the random phase that is associated with the received carrier, 
and for that reason only the envelope of the received signal must be used for 
message decisions. 

In what follows, we first discuss fundamentals related to the receiver 
structures for processing received signals with unknown random phase, and 
then move on to consider performance comparisons for the modulation 
systems used in the reverse link of the IS-95 system. 

7.2.2.1 Moncoherent Signal Processing 

Consider a communications system in which a set of M equally likely 
messages {mi), i = 0, 1 , .  . . , M - 1 is to be transmitted to the receiving party 
by means of the baseband9 waveforms {si(t), 0 5 t 5 T), i = 
0,1, . . . , M - 1, with the mapping mi + si (t). This system description is 
identical to that of the waveform communications system discussed in Section 
1.5.2. We now assume that the transmitted signal zi(t) for message mi is 
given by 

zi (t) = si(t) JZ cos(wot - 0), o < t 5 T (7.43a) 

By baseband signal we mean the signal before transmission by means of a carrier 
frequency, the signal occupying the spectrum in the lowpass region including f = 0. 
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Figure 7.34 Performance of coherent BPSK modulation over AWGN and Rayleigh fading 
channels vs. E, /NO = E/No. 
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where si(t) is the chosen baseband waveform and 6' is a phase RV uniformly 
distributed over the interval (0, 27r) with the pdf given by 

o 5 a 5 2 ~  
otherwise 

The transmitted signal is corrupted by AWGN and the received 
waveform is given by 

r(t) = si (t) JZ cos(wot - 0) + n(t), O 5 t 5 T (7.43~) 
where 

n(t) = 0, No/2) (7.43d) 

We are dealing with a receiver that does not have the capability of estimating 
or knowing the carrier phase 0 of the received signal. This situation, lack of 
knowledge of 8 at the receiver, makes the signal processing noncoherent 
signal processing. The first step in implementing the optimal receiver in the 
face of unknown phase is to demodulate the received signal using quadrature 
carrier waveforms, as shown in Figure 7.35. The the in-phase channel output 
rc (t) and the quadrature channel output r, (t) are then given by 

rc (t) = si (t) cos 8 + n, (t) 

r,(t) = si(t) sin 8 + n,(t) 

where nc(t) and n,(t) are independent zero-mean Gaussian RVs with equal 

d c o s  coot 

s f i ) T 2  cos(oot-e) 

+ 44 -+ r,(t) = sit)  sine + q(t)  

O l t l T  

Figure 7.35 The first step in demodulating signals with random phase. 
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variances a: NOW when the lowpass filters' equivalent rectangular band- 
widths are from - W to W. Note that the signal set {si(t)) that is used at the 
transmitter is supposed to have been synthesized from a given set of signal 
vectors {si) based on the representation 

using the orthonormal functions {cpj(t)), j = 1,2, . . . , N as described in 
Section 7.1.2. Recognition of this fact gives vector representations for (7.44a) 
and (7.44b) as 

and 
r, = sicosO +n, 

r, = si sin 0 + n, 

where n, and n, are N-dimensional zero-mean Gaussian random vectors 
independent of each other whose components are, respectively, the pro- 
jections of n,(t) and n,(t) onto the orthonormal functions {cpj(t)). Because 
of the orthogonality of those functions, the components of n, and n, are also 
mutually independent with equal variances that may be considered to be [I] 
a2 = ;No, so that their joint pdf is given by 

The optimal decision rule is made on the basis of the received quadra- 
ture demodulator output vectors r, and r, [9] as given in (7.46a) and (7.4613). 
Now, assume that these vectors have the values r, = CY = (a1, a2,. . . , a ~ )  
and r, = p = (Dl, P2, . . . , PN). Note that the transmitted signal vector si 
appears in both of these vectors; this fact implies that we must consider the 
joint pdf of r, and r, in the optimum decision process. Thus, the likelihood 
function, given that the message mi is transmitted, is the joint pdf of r, and 
r,, given m = mi obtained by averaging the joint pdf, given m = mi and the 
carrier phase takes the value 0 = y, over the possible values of y. That is: 
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From (7.46a), (7.46b), and (7.46~) we have 

The ML decision rule can now be stated as 

where 

The optimal receiver structure is realized by mechanizing the sufficient con- 
ditions that satisfy the requirements of the right-hand side of (7.474 and we 
derive these sufficient conditions. But first let us examine the expression in 
the exponent of the average in (7.47~). Because a and P are particular vectors 
which r, and r, assumed, and y is the particular value of the phase 8, the 
general expression for the exponent is 

where 

and 
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The identity given by (7.48a) is easily understood with the aid of the trans- 
formation indicated in Figure 7.36. We also note that (see Section 7.1.1) 

( r  , i )  r, (t) Si (t) dt E (rc (t), si (t)) 1' (7.48d) 
and 

Using the identity of (7.48a), we have 

(r, , si)cos 8 + (rs , si)sin 8 } = exp{$ cos(8 - 4i) 
a2 

This integral is the modified Bessel function of order zero [see (1.88)], defined 
bv , 

ez cos a dQ - e ~ c o 4 a - 4 )  dcr Io(x) = - 
2?T 1" 

because of the periodicity of the cosine function. Thus, (7.49a) is 

and we now have the optimum decision rule 

Figure 7.36 Transformation diagram for (7.48a). 
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fh = mk iff I. (%) u eP4lb2 = rnax{Io ($) e-+ik2} (7.503 
2 

Let us impose some simplifying assumptions on this ML decision rule. First, 
we assume that Ei = E, for all i = 0,1, .  . . , M - 1. Then (7.50a) becomes 

Next, since Io(x) is a monotonically increasing function of x (see Figure 1.72 
in Chapter I), we may write 

i 
where Ri was defined in (7.48b), giving 

A mechanization of the decision variable R: for si(t) is shown in Figure 7.37. 
Using the mathematical notation for the correlator operations, we can 
represent the decision variable generation in the alternative way shown in 
Figure 7.38. The correlations (r, , si) and (r, , si) are defined in (7.48d) and 
(7.48e), respectively. The entire configuration of the noncoherent correlation 
receiver for M-ary communications with random phase is shown in Figure 
7.39. 

e c o s  mot 

Figure 7.37 Noncoherent signal processing for generation of the decision variable Rz  
corresponding to the signal si(t). 
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JI cos mot 

dZsin mot 

Figure 7.38 An alternative representation of Figure 7.37. 

A 

m - 
symbol 
decision 

Figure 7.39 Noncoherent correlation receiver for equal-energy M-ary communications system 
with random phase. 
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7.2.2.2 Envelope Detection Receiver for M-ary Communications System 

In this section we derive an alternative form to the receiver structure shown 
in Figure 7.39. Section 7.1.4 showed that a correlator and a matched filter are 
equivalent. If we replace the correlators (r,(t), si (t)) and (rs (t), si(t)), 
i = O , l , .  . . , M - 1 in Figure 7.39 with filters matched to the {si(t)}, 
0 5 t 5 T, we have the matched filter receiver configuration shown in Figure 
7.40. The prominent feature common to the receivers shown in Figures 7.39 
and 7.40 is that at the front end, the carrier frequency is removed by the 
action of the heterodyning, and hence the signal processing is done at 
baseband. We are now going to consider a receiver structure that processes 
the RF signal without removing the carrier frequency at the front end. 

We assumed in (7.43a) that the transmitted signal is given by 

~ i ( t ) = ~ ~ ( t ) f i ~ ~ ~ ( ~ ~ t - d ) ,  O < t < T  

and the received waveform corrupted by AWGN is given by 

Figure 7.40 Noncoherent matched filter receiver for equal-energy M-ary communications 
system with random phase. 



Modulation and Demodulation of IS-95 SS Signals 737 

Now the idea that we promote here is to feed the received signal r(t) to a 
bank of filters with impulse responses {hi(t)), i = 0,1, . . . , M - 1 matched 
to the bandpass signals {zi(t)), i = 0,1, . . . , M - 1 respectively. Note that 

hi(t) 4 zi(T - t)  = si(T - t )  fi cos(w0~ - wot - 8 )  

= si(T - t )  fi cos(w0t - 8') = si(T - t )  fi cos wot (7.51~) 

In (7.51~) we assumed that fo = n/T,  n an integer, and ignore the phase since 
it is inconsequential in the detection scheme to be presented. 

Let us obtain the output of the matched filter, illustrated in Figure 7.41. 
The output may be written 

yi(t) = r(t) * hi (t) = r(a)  hi(t - a )  d a  I' 

+ ~ ~ ~ i ~ ~ ~ t l ~ ( ~ )  si(T - t + a )  sinwoada 

= yci(t) cos wot + y,i(t) sin wot (7.51d) 
where 

t 
yCi(t) JZ/ r(a)  *(T - t + a )  cos w o a  d a  (7.52a) 

0 

and 

ysi(t) 4 JZ Jf r(a) si(T - t + a )  sinwoada (7.52b) 
0 

The matched filter output yi(t) given in (7.51d) can further be expressed as 

Figure 7.41 Filter matched to bandpass signal. 
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is the phase of the filter output yi (t) . 
Now, let us evaluate the expressions for yci(t) and ySi(t) given in 

(7.52a) and (7.52b), respectively, at the sample time t = T. Then we have 
T 

yci(T) 6 JZ/ r(a)  si(a) cos woa d a  (7.54a) 
0 

and 

ysi(T) JZ JTr(a) si(a) sin woa d a  
0 

In view of (7.48d) and (7.48e), the sampled quadrature components of the 
filter output are the quantities 

and sirnilarly10 
T 

ysi(T) = l r(a)  JZ sin woa . si(a) d a  
V , . 

and hence the envelope and phase of the filter output are 

The definitions of rc(t) and r,(t) in this development do not involve the post- 
heterodyning lowpass filters as in the previous sections, since local oscillators are not 
used. 
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q5i(T) = tan-' 
(rs (t) si (t)) 

(rc(tL s i w  

The significance of these results is that the optimal receiver can also be con- 
figured using bandpass matched filters that are matched to the bandpass 
signals { z i ( t ) ) .  The optimal decision then can be made on the basis of 
comparing the M matched filter outputs sampled at t = T, as indicated in 
Figure 7.42. 

We have derived three different configurations for the optimal receiver 
for an M-ary equal-energy communications system: correlation receiver, 
matched filter receiver, and envelope detector receiver. All three deliver 
identical performance and are all called noncoherent receivers because they do 
not use knowledge of the received carrier phase, because of lack of a pilot 
signal or a means to estimate and track the phase at the receiver. All three 
receiver types extract decision variables that do not depend on the carrier's 
random phase. In the correlation receiver, the use of in-phase and quadrature 
channels eliminate the carrier ~ h a s e  from the decision variable by means of 
the simple trigonometric identity sin20 + cos20 = 1. The matched filter 

Sample 
a t t = T  

Figure 7.42 Envelope detector optimal receiver for equal-energy M-ary communications system 
with random phase. 
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receiver operates on the same principle, while the envelope detector receiver 
simply ignores the phase by sampling the slowly varying envelope of the 
matched filter output. 

7.2.2.3 Noncoherent Binary Orthogonal System 

A noncoherent binary orthogonal modulation system is one in which a set of 
two equally likely messages -{mi), i = 1,2 is to be communicated over an - ~- 

AWGN channel k d  the receiver employs noncoherent techniques for extrac- 
tion of the decision variable, such as correlation, matched filtering, or 
envelope detection. The signal set {si(t), 0 5 t 5 T), i = 1,2  can be repre- 
sented in the signal vector space as shown in Figure 7.43. 

Let us consider the following pair of ON functions: 

v l ( t ) = f l s i n w o t ,  O s t l T  (7.56a) 
and 

p 2 ( t ) =  f l c o s r n t ,  O s t  < T  (7.56b) 

Then, the signals that the transmitter uses for the signal vectors shown in 
Figure 7.43 can be synthesized as 

sl (t)  = J2E,/Tsin wot, o 5 t 5 T (7.56~) 
and 

s z ( t ) = ~ ~ c o s w o t ,  O S t s T  (7.56d) 

Figure 7.43 Two signal vectors for binary orthogonal modulation. 
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where the symbol energy is 

Another way of synthesizing the transmitter waveforms for the messages ml 

and m2 corresponding to the signal vectors sl and s2 is to consider two 
different ON functions, such as 

cp;(t) = m c o s w l t ,  0 5 t 5 T (7.57a) 
and 

~ ; ( t )  = m c o s w 2 t ,  0 5 t 5 T (7.57b) 

where wi = 2 7 ~  fi with fi = ni/T and nl and n2 integer, such that 

The corresponding transmitter waveforms are then given by 

The waveforms sl(t) and s2(t) given in (7.57d) and (7.57e) are called BFSK 
waveforms, and the messages ml and m2 are sometimes known as "mark" and 
"space." 

When the receiver extracts the decision variables without using carrier 
phase information, the orthogonal system becomes the noncoherent binary 
orthogonal system or noncoherent BFSK system. The probability of error 
does not depend on the choice of any particular ON functions, and hence our 
analysis of the probability of error can be based on the decision variables we 
have dealt with in (7.50e). Thus, in this example, the optimal noncoherent 
receiver decision rule is 

f i  = ml iff R: > Ri 
or 

f i  = ml iff Rl > R2 
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where the envelopes {Ri) were defined in (7.50e) and transmitter signals 
{si(t)) were defined to be either those given in (7.56~) and (7.56d) or those 
given in (7.57a) and (7.57b). 

The probability of error for this noncoherent binary orthogonal system 
is identical for using square-law envelope detection based on (7.58a) or for 
using envelope detection based on (7.58b). However, the mathematical treat- 
ments of the two cases differ considerably. For our analysis, we use square- 
law envelope detection version based on (7.58a) and the transmitter wave- 
forms we use are given in (7.57a) and (7.57b). Because 

if we assume that ml is transmitted (m = ml), the decision rule is 

Substituting for the quadrature components rc(t) and rs(t) from (7.44a) and 
(7.44b), respectively, we have 

where 

and 

where 

Also, 
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where 

It is easily shown that ncl, n , ~ ,  nc2, and ns2 are all independent zero-mean 
Gaussian RVs with the same variance NoE,/2, denoted 

For example, the mean of nc2 is 

= l T m s 2 ( t )  dt = 0 

and 

a = l T I T n c ( t )  nc(u) .12(t) s2(u j d t  du 

= lTITBAh, 6 ( t  - U) . s2(t) s?(u) dt  d~ 

Note that in (7.63e) we assumed that nc (t) nc(u) = No S(t - v), the correla- 
tion function of white noise with spectral density ;No. Strictly speaking, 
because nc(t) is obtained as shown in Figure 7.35 with a lowpass filter, it is 
not white noise. However, its spectrum is flat over the bandwidth of interest, 
and for this reason nc(t) can be treated as white noise [I]. 

Likewise, E{ns2) = 0 and E{r1,2~) = ;NOES. Thus, we have the 
envelope decision variables given by 
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It is clear that R: and R; are scaled chi-squared RVs. Since normalization of a 
Gaussian RV to obtain a unit-variance is given by 

then the squared envelopes are 

= a2x2(2; A), a2 = ;NOES (7.66a) 
and 

These results are based on the fact (see Section 1.5.9) that the sum of the 
squares of two independent zero-mean, unit-variance Gaussian RVs is a 
central chi-squared RV with two degrees of freedom, and that such a sum 
involving nonzero mean Gaussian RVs is a noncentral chi-squared RV with 
two degrees of freedom and noncentrality parameter A, given by 

Because R1 and R2 have the same scale factor a2 ,  we may perform the analysis 
using the normalized decision statistics 
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n n Z1 = Rl/a  and 2 2  = Rz/o (7.66d) 

whose ~ d f s  are given by [see (1.107g) and (1.105f)l 

P z l W  = (a), a 2 0  (7.67a) 
otherwise 

and 
otherwise 

To compute P(e / ml),  the conditional probability of error, given that ml is 
transmitted, we first assume that the signal plus noise channel envelope takes 
a specific value p and then average the probability over the range of j3. Thus 

Averaging over the RV Z1 is accomplished as follows: 

Let the variable of integration j3 be transformed by j3 = iy. Then (7.68b) 
becomes 

e-v4 x pdf for A' = ;A 

Substituting for the noncentrality parameter A, we obtain the error prob- 
ability for the noncoherent binary orthogonal (NCBO) system as 
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7.2.2.4 Noncoherent Binary Orthogonal System in Rayleigh Fading 

For the case of the NCBO system in the Rayleigh fading channel, the error 
probability can be obtained by averaging the AWGN error probability, given 
that the energy is subject to fading. The conditional error probability is 

given the Rayleigh attenuation factor a. The pdf of a Rayleigh RV was given 
in (7.42b) as 

2a 
pa (a )  = - e-a2/b, a  1 o b 

(7.70b) 

where b = 2 is the mean square value of a. We then obtain the error prob- 
ability by computing 

where 

using bE, = ZE,. Therefore, the error probability for the NCBO 
system in Rayleigh fading is 

We plotted (7.69) and (7.71) in Figure 7.44 for comparison purposes. 

7.2.2.5 IS-95 CDMA Reverse Link M-ary Orthogonal Modulation Scheme 

From the system diagram of the reverse link channels shown in Chapter 4, 
we observe that after coding and interleaving the information sequence, the 
symbols are transmitted at the rate of Rs = 28,800 symbols/sec (sps). For 
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Ray lei 

(2 + 

AWGN 

5 exp{-E 

I I I I  

h fading 

Figure 7.44 Probabilities of error for an NCBO system in AWGN and Rayleigh fading. 
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transmission, these data symbols are grouped into six-symbol blocks to 
specify one of M = 64 possible Walsh codewords (Walsh M-ary symbols), as 
indicated in Figure 7.45. The scheme is in the form of an (n, k) = (64, 6) 
block code, which we denote as W(64, 6) to indicate Walsh orthogonal-code 
chip length 64 with an input block of six symbols. In the figure, Dk(t) 
denotes a six-symbol sequence (block) for the kth mobile user, and Wn(k)(t) 
denotes the nth Walsh function of order 64 for that user. The Walsh symbol 
rate is 

R, = Rs/6 = 28,800/6 = 4,800 wps (7.72a) 

where "wps" means "words per secondn or "Walsh symbols per second." The 
chip rate in chips/sec (cps) of the orthogonal Walsh sequence is 

MR, = MRs/6 = 64 x 4,800 = 307,200 cps (7.72b) 

The Walsh sequence Wn(t) is then spread by a f 1 long PN code 
sequence, Pk(t), whose code phase is specific to the mobile user, followed by 
OQPSK modulation, as shown in Figure 7.46. Because the PN chip rate 
R, = l/Tc is higher than the Walsh sequence chip rate, there are N PN chips 
per Walsh chip, where 

R, 1,228,800 N=-- - = 4 PN chips/Walsh chip (7.72~) 
MR, 307,200 

The 64 possible k 1 Walsh sequences {Wn(t)) are orthogonal over the period 
T, = 64/Rw: 

W(64.6) Encoder 

I I - I I 

symbols at words at chips at 
R, = 28,800 sps R, = 4,800 wps 64R, - 307,200 cps 

Figure 7.45 Reverse link Walsh orthogonal modulation concept. 
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I-channel PN code 
chips at R, 

User PN sequence I COS mot 
I 

chips at 

Pulse-shaping 
filter 

Walsh sequence 
chips at 
64R, = 307,200 cps 

Q-channel PN code 
chips at R, 

Figure 7.46 Diagram of reverse link spreading, pulse shaping, and OQPSK modulation. 

Let us define mk (t) as the product of W,(t) and Pk(t), that is: 

which carries the data for the kth user. Using these parameters and defini- 
tions for the reverse link M-ary orthogonal modulation, we specify the 
pertinent noncoherent receiver structure and evaluate its performance. We 
ignore the effects of the pulse shaping in our analysis. 

From Figure 7.46, it is clear that the OQPSK modulated signal trans- 
mitted for the kth mobile user can be expressed as 

where wo = 27rfo denotes the reverse link (uplink) carrier angular frequency, 
and CI(t) and CQ(t) are f 1 short PN code sequences for the transmitter I 
and Q channels, respectively, which are clocked at the same chip rate as the 
long PN code sequence, R, = 1,228,800cps. At this point, we can drop the 
index "k" denoting "user k" and express the transmitted waveform as 

stT(t) = A. [ ~ ( t )  cos wot + ~ ( t  - ;T,) sinwot] (7.74a) 
where 

~ ( t )  a m(t) C I ( ~ )  = P(t) Wn(t) C I ( ~ )  (7.7413) 
and 
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Because ~ ~ ( t )  = Q2(t) = 1, the OQPSK modulated waveform can be ex- 
pressed as 

str(t) = Ao+(t) + Q2(t  - IT,) cos[wot - d(t)] 

where 

Note from (7.74d) that the total power in the transmitted signal is A;, and the 
powers in the I and Q channels are given by 

PO,I = !jA81~(t) = lA2  2 o and Po,Q = :A:Q~(~ - %T,) = +A; (7.75a) 

The chip energies for I and Q channels are 

n n E C , ~  = Po,ITc = IA~T, and E c , ~  = PoJT, = !jAiTC (7.75b) 

A where Ec = E,,I = ECIQ is the chip energy in each of the I and Q channels. 
The total emitted OQPSK signal energy is thus given by 

7.2.2.6 Optimal Demodulation for IS-95 Reverse Link Waveforms 

Let us assume that there is no multipath as well as no multiple access inter- 
ference. Then the received reverse link waveform is given by 

where n(t) is assumed to be white Gaussian noise with two-sided power 
spectral density $.No. The signal term can be expressed as [see (7.33d)I 
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where T is the path delay and 8 is a random phase of the carrier. The fre- 
quency notation in (7.76b) fl = w1/27r distinguishes the reverse link carrier 
frequency from that of the forward link, because the two are different. 
Because there is no pilot signal, nor any provision for carrier phase estimation 
at the base station for the reverse link, noncoherent signal processing 
(demodulation) is being performed. 

Now, assuming that chip synchronization has been achieved,ll so that 
we can set T = 0 in the received signal representation in (7.76b), we have for 
the received signal 

sTeC(t) = A [ I ( ~ ) c o s ( w ~ ~  + 9) + ~ ( t  - $T,) sin(wlt + 8)] 

= A [I1(t) cos wlt + Q'(t) sin wlt] (7.77a) 
where 

n ~ ' ( t )  = I(t) cos 8 + Q (t - :T,) sin 8 (7.77b) 

and 
n Q1(t) = ~ ( t  - :T,) cos 9 - I(t) sin8 (7.77~) 

Receiver signal processing at the front end. The first step for the signal 
processing is to obtain the quadrature components. This step is performed by 
multiplying the received waveform by I and Q carriers and then lowpass 
filtering to remove the 2 fl terms that result from the multiplication (hetero- 
dyning), as diagrammed in Figure 7.47. The received waveform, carrying the 
data in some Walsh function W,(t), is given by 

where n(t)  is white Gaussian noise with spectral density ;%, given by 

n(t) = n, (t) fi cos wot + n, (t) fi sin wot (7.78b) 

with n,(t) and n,(t) each being zero-mean Gaussian with variance :No. The 
received quadrature components shown in Figure 7.47 are 

11 Acquisition and synchronization are treated in Section 7.4. 



752 COMA Svsterns Enoineerino Handbook 

Figure 7.47 Extraction of quadrature components in the noncoherent receiver. 

r ~ ( t )  = [r(t) x 4 c o s  wlt] lowpass - - ? ' A I1(t) + nI(t) (7.78~) 

and 

in which nI (t) = n ,(t) and nQ(t) = nc(t) are uncorrelated Gaussian noise 
terms, each with spectral density iNo in the bandwidth of its lowpass filter. 
Substituting for I1(t) and Q1(t) gives 

- ' A[P(t) W, (t)  CI (t) cos 0 -z 
+ ~ ( t - i ~ ~ ) W , ( t - & ~ , ) ~ ~ ( t - i ~ ~ ) s i n 0 ] + n 1 ( t )  (7.79a) 

and 

= $A [m(t - ;T,) CQ (t - ;T,) cos 0 - m(t) CI (t) sin 01 + nQ (t) 

- P(t) Wn (t) CI (t) sin 81 + nQ(t) (7.79b) 
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The terms of (7.79a) and (7.79b) clearly indicate that each quadrature channel 
requires multiplications by CI (t)  x P(t) and CQ (t - ;T,) x P (t - $T,) to 
"des~read" and "descramble" the signal terms, as depicted in Figure 7.48. The 
four output components in Figure 7.48 are obtained using the fact that 

to develop the signal-plus-noise terms 

dIQ(t) 4 rI(t) x c Q ( t  - ;T,) x ~ ( t  - :T,) 

- AW, (t - +T,) sin 0 + nIQ(t) - 3  (7.80b) 

dQQ(t) 4 rQ(t) x c Q ( t  - ;T,) x ~ ( t  - $T,) 

1 
= z ~ ~ n  (t - +T,) cos 6 + nQq(t) (7.80d) 

CI(t- TJ2) ~ ( t -  T J ~ )  

Figure 7.48 Despreading and descrambling operations on the quadrature components. 
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where the noise terms nzz (t), nIQ(t), nQz(t), and nQQ(t) are specified later in 
the analysis of error performance of the demodulator. 

Optimal receiver signal processing requires correlation of the com- 
ponents {dij(t)) with stored replicas {wq(t), W, (t - ;T,) q = 1 ,2 ,  . . . , M) 
of the Walsh functions (4M correlators). The correlation involving dzz(t) 
produces 

- ' ATw&, cos 0 + (11,~ - 3  (7.8la) 

using the orthogonality of the Walsh functions, expressed by 

Likewise, we have 

Note that (7.81b) implies that the Walsh functions are f 1 waveforms, just as 
the PN codes, so that the energy of the received signal in a Walsh period is 
A2Tw without reference to parameters of any of the sequences used. The 
properties of the noise terms Jzz,q, JZQ,~,  JQZ,~,  and [ Q Q , ~  at the output of the 
correlators are discussed below in connection with the analysis of the 
performance of the receiver. 

We now collect terms involving cos0 and those involving sine, re- 
spectively, to form the variables {Z,,) and {Zsq), q = 1 ,2 ,  . . . , M as follows: 

n 
Zcq = D I I ,  + DQQ,  =  AT,^, cos 0 + ncq (7.82a) 

and 
n 

Z, = D I Q , ~  - DQlr =  AT,^, sin 0 + n, (7.82b) 
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where 
n 

ncq - [ I I ,~  + [QQ,~  
and 

It is evident now that squared-envelope decision variables {R:} can be 
formed by summing the squares of Z,, and Z,,, thereby eliminating the de- 
pendence of the receiver decision on the random phase 0. The receiver 
therefore calculates the decision variables 

The implementation of the optimal noncoherent receiver for M-ary Walsh 
function demodulation is diagrammed in Figure 7.49. 

Analysis of the reverse link demodulator. We derived the optimal non- 
coherent demodulator for the reverse link. The demodulator forms the M 
squared-envelope decision variables {R:, q = I, 2, . . . , M} , where A4 = 64 
for the IS-95 system. We now determine the error performance of the 
demodulator for a single user without multipath interference. 

Based on the optimal decision rule of (7.50d), we state that 

%'(t) = Wk(t) iff R: = max{R:} = max{ZZq + z&} 
Q 4 

where n 
Zcq =  AT&,, cos 0 + n,, (7.83b) 

and n Z,, =  AT,,^,, sin 0 + n,, (7.83~) 

The noise terms ncq and n,, are defined in (7.82~) and (7.82d), and it is shown 

I in Appendix 7C that {(n,, n,,) q = 1,2 , .  . . , M )  are independent, zero-mean 
Gaussian RVs, each with variance NOT,: 

Hence, the {(Z,,, Z,,,)) are independent, nonzero-mean Gaussian RVs, each 
with variance NOTw: 
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c 

Select largest 
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and 

We therefore recognize that the decision variables {R:, q = 1,2 , .  . . , M )  are 
scaled chi-squared RVs with two degrees of freedom: 

aZX2(2; A), q = n  
2 - 2 2  + p  = Rq - cq s9 

q 1 2  . M (7.84~) 
a2x2(2), 9 # n 

where a2 = NOTw and the noncentrality parameter X is given by 

where 

is the Walsh symbol energy and Tw is the Walsh symbol period. 

Error probability analysis. Without loss of generality, suppose that the first 
Walsh word was sent. Then the decision variable Ry is a scaled, noncentral 
chi-squared RV, given by 

and the remaining M - 1 decision variables are scaled, central chi-squared 
RVs, given by 

Note that the decision variables are a2 times the standard forms of the chi- 
squared RVs, and hence we may normalize the decision variables as follows: 
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n R? n R; - 
21 = 7 = xl(2;X) and Zq = 3 - X:(2), q  > 2 

0 

where ~ : ( 2 ;  A )  is the notation for a noncentral chi-squared RV with two 
degrees of freedom and noncentrality parameter X = 2Ew/No, and ~ ; ( 2 )  
denotes a central chi-squared RV with two degrees of freedom. The pdfs of 
Z1 and Z,, then, are given by [see (1.105f) and (1.107g)I 

I O, otherwise 

and 
, " 2 0 ,  

~ z q ( a >  = q =  2,3, ..., M (7.86b) 
otherwise 

Let us denote the M Walsh functions as M "messages" {mq) corresponding to 
{Wq(t)), q  = 1,2, . . . , M. Then Pw(e ( ml) for M equally likely Walsh 
symbols, given that Wl(t) is transmitted, is equal to the total probability of 
error Pw(e); that is, Pw(e) = Pw(e I mi). Because 

we first compute the probability of correct decision. 
Assuming that the signal-plus-noise channel decision variable Z1 has 

taken a value /3, we have 

Averaged over Z1, the conditional probability of correct decision becomes 
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Substituting (7.87d) in (7.87a), we have 

where 

Thus, the word error probability for the single-user case is 

This expression has the same form as the symbol error   rob ability for an M- 
ary noncoherent orthogonal (or M-ary noncoherent FSK (MFSK)) system [I, 
7, 81, with the Walsh word energy E, being replaced by the MFSK symbol 
energy. The symbol error probability expression (word error probability) of 
(7.879 is plotted in Figure 7.50 as a function of word energy-to-noise spectral 
density with M as a parameter. 
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Figure 7.50 Word error probability for noncoherent M-ary orthogonal system. (The word energy 
E, is sometimes called symbol energy, E,.) 
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Bit error probability from word error probability. For M-ary orthogonal 
modulation systems, each word or M-ary symbol encodes K = logzM bits. 
The relationship between word energy and bit energy therefore is Ew = KEb. 
Given the mathematical expression for the word error probability in (7.879, 
the bit error probability, when M is a power of two, is obtained as 

The bit error probability for an M-ary orthogonal system is plotted in Figure 
7.51 versus Eb/N0, with M as a parameter. For the IS-95 reverse link, the 
M = 64 curve corresponds to the coded information symbol error rate, P,(e) 
versus E,/No. That is, the "bits" in (7.57) are coded symbols running at 28.8 
ksps, and "Eb/NOYy in Figure 7.51 should be read as " E S / ~ , "  where E, is the 
coded symbol energy, which equals Ew/6. 

7.2.2.7 Reverse Link Performance in Rayleigh Fading 

When the noncoherent M-ary orthogonal system's signal is subject to Ray- 
leigh fading, the conditional word and bit error probabilities may be written 

and 

in which K = log2M and a is a Rayleigh attenuation factor with the pdf 
given in (7.70b). We obtain the average word error probability by computing 
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Figure 7.51 Bit error probability for noncoherent M-ary orthogonal system (for M = 64. Pb(e) 
should be read as P,(e) versus Es/No = Eb/NO for the IS-95 system). 
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using E, = bE, = bKEb = KG. The average bit error probability is found 
by applying the formula (7.88) to the word error probability expression in 
(7.89c), and results in the graph shown in Figure 7.52. The IS-95 case of 
M = 64 is read from this figure by taking Pb(e) to be P,(e), the average 
coded symbol error probability and 6 = g, the average coded symbol 
energy. 

7.3 QPSK Versus BPSK 

In the IS-95 CDMA digital cellular system, both forward and reverse links use 
forms of QPSK in which the same baseband data stream modulates both I and 
Q pseudorandom noise sequences. Conventional CDMA uses BPSK, in 
which the baseband data stream modulates a single PN sequence. In this 
section, a direct comparison is made of the two approaches to show the 
advantage of the IS-95 scheme. First, calculations are made assuming only 
BPSK spreading in a CDMA system, then the same quantities are calculated 
for QPSK spreading in a CDMA system for comparison. The development is 
similar to the method given in [lo]. 

7.3.1 Analysis of a BPSK CDMA System 

The transmitted waveform for the ith user in a BPSK CDMA system may be 
written 

where A!) is the transmitted amplitude, fc is the carrier frequency, d:) is the 

f 1 data value and c?) is the f 1 PN code value during the nth chip interval 
T c ,  and pl(t) is the impulse response of the pulse-shaping filter. Note that in 
the expression for the waveform, d:) does not mean "the nth data symbol" 
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s(e) ver: 

for IS- 

Figure 7.52 Bit error probability for noncoherent M-ary orthogonal system in Rayleigh fading 
(for M = 64, Pa(e) should be read as P,(e) versus c/No = GIN0 for the I S 9 5  system). 
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but rather "the value of the data symbol at the time of the nth PN code chip." 
The received waveform at a particular location in the CDMA system can be 
written as noise plus the superposition of signals from multiple users: 

in which the signal received from user i is modeled as 

where the received carrier amplitude and phase for user i at the common 
receiver location are A ( ~ )  and pi, and .ri is the corresponding propagation time 
delay. 

For the purpose of this analysis, we assume that the data value d;) is 
equally likely to be +1 or -1 for all users, and that the PN codes are very 
long, so that cg) is also equally likely to be +1 or -1 for all users. Further, 
we assume that the correlation and cross-correlation properties of the user PN 
codes are such that 

The kth CDMA receiver performs the following operations, as depicted 
in Figure 7.53: 

1. Multiply the incoming waveform by the coherent oscillator reference 
for the kth signal, which is JZcos ( 2 ~  fct + qk) .  

2. Lowpass filter the product, using the matched filter (conjugate filter) 
for the specially-shaped pulses, pl (t) [see (7.17)]. 

3. Sample the lowpass filter output to recover the chip stream. 

4. Multiply the chip stream by the synchronous local PN sequence ref- 
erence, which is ~ ( ~ ) ( t ) ,  to recover the baseband data stream. 

The statistics of the output of the BPSK CDMA receiver are studied in terms 
of first and second moments. Later, the same quantities for a QPSK CDMA 
system are derived and compared with those for BPSK. 
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I I 
Matched filter 

Figure 7.53 BPSK CDMA receiver processing. 

The output of the matched lowpass filter at the kth BPSK CDMA 
receiver can be expressed by 

where p2(t) is the pulse shape that results from matched filtering of pl(t). 
The first term in (7.92b) is user k's synchronized signal, the second term is the 
sum of the unsynchronized signals of the other users, and the third term is 
Gaussian noise. We use the notation r i k  = ri - 71, to denote the time of 
arrival of the ith signal relative to that of user k. 

It is assumed that n(t), the noise component of r(t), is white noise with 
two-sided spectral power density !j No. Because multiplication of n(t) by the 
local oscillator waveform @cos (27r f,t + pk)  shifts the white noise spectrum 
up and down by the amount f,, and because the spectrum is flat to begin 
with, these operations do not affect the spectral shape-the noise is still white, 
with spectral power density level i No. Therefore, nLp(t) is the result of 
passing white noise with spectral density level i & through a lowpass filter 
with frequency transfer function H*(f) that is matched to H(f) ,  the 
transmitter waveshaping filter's transfer function. 

Since the transmitted shaped pulses are related to the pulse-shaping filter 
by the inverse Fourier transform 
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the pulse shape after matched filtering is related to the filter characteristic by 

This result expresses the fact that p2(t) is the impulse response of the 
cascading of the pulse-shaping filter in the transmitter and its matched filter in 
the receiver. 

The output of the kth BPSK CDMA receiver at time t = mTc is the 
result of sampling the recovered chip stream at the lowpass filter output, then 
multiplying it by the local reference for the kth PN code: 

2 
where, using P(" 4 [A(')] /2 for the received power of the ith signal, 

+ c cos (9, - p r ) ~ d ~ ) c ~ ) c ~ )  pz(mTc - nTc - r,k) 

Each of these terms-the kth signal, the other signals, and the noise-is 
statistically independent of the other terms. 

Given the data symbol value and the slowly varying relative carrier 
phases and relative delays, and using the assumptions in (7.91), the mean value 
of the kth BPSK CDMA receiver output sample is given by 

x p2(mTc - nTc) + X\~P(') cos (pi - px) 
i#k 
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because all other expectations equal zero. Note in view of this result that the 
components of user k's signal for chip pulses peaking at times other than 
t = mTc constitute PN chip intersymbol interference (ISI); these components 
may be nonzero because the pulse p2 ( t )  is not confined to a one-chip interval. 

Given the data symbol value and the relative phases and time delays, the 
variance of the kth BPSK CDMA receiver output sample, then, is the sum of 
the variances of each of the interference terms in (7.94b): 

dl'(') cos (ipi - M ) x d ! ) c ! ) ~ g )  p2(mTc - nTc - r , k )  

i#k  n 

and it is shown in Appendix 7D that the variance components are as follows: 

If the average of o & ~ , ~  is taken with respect to the carrier phases, either over 

the ensemble of users, or over time, then (7.96d) becomes 
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7.3.2 Analysis of a QPSK CDMA System 

Now we find the mean and variance of a receiver output sample when QPSK 
is used by the CDMA waveform. First, we need to introduce additional 
notation: 

(4 
cIn PN sequence, user i in-phase component 

(2) 

cQn PN sequence, user i quadrature component 

Using the adopted notation, the transmitted waveform for the ith user in the 
QPSK CDMA system may be written 

The signal received from user i is modeled as 

4 - A(" . The kth CDMA Note that the received signal power is P (  - [ l 2  
receiver performs the following operations, as diagrammed in Figure 7.54: 

1. Multiply the incoming waveform by coherent I and Q oscillator 
references for the kth signal, which are cos (27r fct + cpk) and sin 

(27ifct + qk). (Note the amplitudes of 1, not a, to make the 
baseband power the same as in the BPSK case.) 

2. Lowpass filter the two products, using the matched filter for the 
specially-shaped pulses, pl (t). 

3. Sample the lowpass filter outputs to recover the I and Q chip streams. 

4. Multiply the chip streams by their respective synchronous local PN 
(4 sequence references, which are cj')(t) and co (t), and add the results 

to recover the baseband data stream. 
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$W H-(n 
I 

Matched filter 
10) 
-I Sum chipslsymbol 

sin(2nLt + qk) and symbol decision 

H*(n yc"W) 

Matched filter 

Figure 7.54 QPSK CDMA receiver processing. 

The output of the I-channel matched lowpass filter at the kth QPSK 
CDMA receiver can be expressed by 

(k) (k) = A 2 . A(') Edn czn p2(t - nTc) 
n 

where p2(t) is the pulse shape that results from matched filtering of pl(t). 
The output of the Q-channel matched lowpass filter at the kth QPSK CDMA 
receiver can be expressed by 

(k) (k) 
= 4 . Edn CQn p2(t - nT,) 
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As discussed previously for the BPSK system, the multiplication of 
white noise by f i c o s  (27rfct + qk) results in white noise with the same 
spectral density level. It follows that multiplication of white noise by 
1 . cos(27r fct  + pk)  and by 1 . sin (27r fct  + pk)  results in two white noise 
terms, each of which has one-half the original spectral density level. At the 
same time instant, the two white noise terms are uncorrelated because of the 

(I) orthogonality of the sine and cosine. For consistency, we use nLp(t) and 
n i y  (t) to denote the lowpass noise terms that result when oscillators with the 
amplitude fi are used, just as for the BPSK case. 

The output of the kth QPSK CDMA receiver is the result of sampling 
the recovered chip streams at the lowpass filter outputs, then multiplying 
them respectively by the local references for the kth I and Q PN codes and, 
finally, adding the products: 

where, using P(" [A(')] 2, 

Note that the noise terms in (7.99b) have been scaled to reflect the different 
local oscillator amplitudes while retaining the same variances for the lowpass 

( I )  (Q) noise variables nLp and nLP as for the noise term in (7.94b). 
Given the data symbol value and the relative phases and time delays, 

and utilizing the assumptions in (7.91)) the mean value of the mth sample of 
the output of the QPSK CDMA receiver for user k is 
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Note that this mean value is the same as (7.99, the mean for the BPSK case. 
Given the data symbol value and the relative phases and delays, the 

variance of the kth QPSK CDMA receiver output sample is 

( 4  ( k )  ( a )  ( k )  
+ zvar { f fl Ed$) { [cIncIm + cQncQm] COS(pj-Yk) 

i#k n 

where it is shown in Appendix 7D that the variance has the following 
components: 
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7.3.3 Comparison of BPSK, QPSK Variances 

The averaged variances computed for BPSK and QPSK data symbols are sum- 
marized in Table 7.1. We assumed that the relative carrier phases of the 
different multiple access users are slowly varying in comparison with the 
duration of a symbol, and the local oscillator powers in the two models were 
adjusted to make the mean values equal. The table shows that there is only 
one difference between the two systems, with respect to the averaged inter- 
ference power (variance): the QPSK system has one-half the intersymbol 
interference power of the BPSK system. 

On  an instantaneous basis instead of an averaged basis, however, Table 
7.1 reveals that there is a second difference: the multiple access interference 
variance (power) of BPSK is a function of the relative carrier phases, while 
that of QPSK is not. Because the QPSK multiple access interference power is 

Table 7.1 Summary of average variances 

BPSK CDMA QPSKCDMA 1 
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not a function of the carrier phase differences, it is not subject to the 
fluctuation that can happen with BPSK CDMA, even though the two 
schemes have the same average MA interference power. Note that, for pulse 
shapes pl ( t )  either strictly time-limited to one chip period or strictly band- 
limited to  W = l /Tc ,  it can be shown that pz(nTc) = 0 for n # 0. Thus, it 
is possible to remove the IS1 by pulse shaping, making BPSK CDMA and 
QPSK CDMA equivalent with respect to interchip ISI. Although it was 
shown in Chapter 1 that the IS-95 pulse shape fits neither category, it is true 
that values of the actual ~ u l s e  shape at nonzero chip intervals is very small. 
Thus, the significant difference between BPSK CDMA and QPSK CDMA is 
that the instantaneous multiple access interference is not subject to fluctuation 
as the different carrier phases of the other users shift relative to that of the 
desired user. 

7.4 PN Code Acquisition and Tracking 

During all the previous discussions on the demodulation of spread-spectrum 
signals for forward and reverse links, we have always assumed that the 
receiver's PN sequence phase and the received signal's PN sequence were 
perfectly synchronized. In spread-spectrum communications systems, we 
simply cannot demodulate the data without despreading the spread-spectrum 
signal, which means that the synchronization is an absolutely essential 
requirement. Without the assumptions of perfect synchronization, therefore, 
we could not have proceeded with the analysis of the error performance as we 
have done in the previous sections. 

We now discuss the issues related to PN sequence synchronization at 
the receiver, because we have developed most of the the essential "tools" and 
techniques for the pertinent analysis required. It is the purpose of this section 
to present the fundamentals related to PN code acquisition and tracking of 
the P N  sequence in relation to IS-95 systems operation. In connection with 
P N  sequence synchronization, the procedure consists of two parts: 

Initial determination of the PN sequence code phase, called 
acquisition, and 

Maintenance of the PN sequence code phase synchronization, called 
tracking. 
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Let us pose a question at this point: How does a mobile station acquire the 
initial synchronization? In the IS-95 CDMA system [ll], there are two pre- 
designated (default) frequency allocations (FAs), called the primary CDMA 
channel and the secondary CDMA channel. At these frequencies, the system 
constantly transmits the pilot and synchronization signals, in addition to 
possible paging and traffic signals as well. The mobile station knows the 
frequency of the default FAs and, of course, knows the unique Walsh 
function that the transmitter uses for the pilot signal. That Walsh function is 
an all-zero sequence; thus the pilot channel waveform being transmitted is 
given by 

r 1 

where 
c ~ ,  = nth chip polarity of the I-channel PN sequence 

w, = nth chip polarity of the Walsh sequence Wo = 1 for all n 

CQ, = nth chip polarity of the Q-channel PN sequence 

A. = pilot channel signal amplitude 

p(t) = shaped pulse for transmission 

Tw = period of Walsh functions = data symbol period 

For other forward link channels, the expression of (7.102a) is valid for one 
data symbol duration, the total forward link transmitted signal being of the 
form 

stotal (t) = m(t) spilot(t), 0 I t I T w  (7.102b) 
where 

is the orthogonally multiplexed baseband combination of the forward link 
data streams, as explained in Section 4.2 and, by example, in Section 5.4.1. In 
(7.102c), Wi(t) is the ith Walsh function, gi denotes the amplitude of the non- 
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pilot channel i relative to the pilot channel, and di represents the data symbol 
value in the interval. For example, for a traffic channel, the entire channel 
signal changes sign, depending on the sign of the data symbol di for "user 2,'' 

where di = +1 or -1. The received forward link waveform is then given by 

where sT,,(t) and n(t) are the received signal and noise terms, respectively, 
and the signal term is given as 

where A is the received pilot signal amplitude and 4, is the carrier phase, 
which is unknown but assumed to be constant for the entire duration of the 
symbol period, that is, for a period of 64 chips. We also assume that n(t) 
represents both Gaussian noise and any other signals acting as interference, 
and it is modeled as AWGN of two-sided power spectral density :No. The 
pilot signal chip energy of either the I or Q PN sequence, E,, is given by 

so that the amplitude of the pilot signal in terms of quadrature chip energy is 

For discussing sequence acquisition, we need not carry the shaped pulse 
expression p(t) in the received signal representation. Thus, for simplicity 

s (t)  = ( t  C (t) c o s ( t  + 4 )  + C )  s ( w t  + ) (7.103e) 

in which I and Q PN waveforms are denoted CI(t) and CQ(t), respectively. 
Now, returning to the question posed earlier, the mobile station 

acquires coarse phase synchronization by performing a correlation operation 
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between the received waveform and the mobile station's PN sequence, and 
this correlation is a serial search hypothesis test in that, if a given local PN 
code phase does not produce an acceptable autocorrelation peak, the system 
tries another PN code phase by "advancing" one chip of the C l ( t )  and CQ( t )  
codes. The decision as to the acquisition success or failure for a single trial is 
made over an interval equal to at least half the Walsh function period of 32 
chips. The reason is that the synchronization acquisition is done while 
extracting the pilot channel from the total forward link signal in exactly the 
same manner as any other channel with an assigned Walsh function, say 
Wi(t). As shown in Chapter 5, the only way we can receive the information 
transmitted specifically to a given receiver (mobile terminal) by the trans- 
mitter, along with other multiple access signals, is to multiply the total 
received signal by the assigned Walsh function and then integrate (or sum) the 
result over the Walsh function period. This is exactly the way it is done for 
the sync acquisition. 

There are a couple of problems that need to be addressed at the outset 
here: One problem is that the mobile receiver does not know the carrier 
phase, and hence the demodulation must be done noncoherently, as is shown 
shortly. The other problem is a case when received nonpilot channel signals 
change polarity during the correlation period (integration period), because of 
the possible presence of data transitions in these other channels. 

If the incoming received pilot signal is assumed to be maintaining the 
sequence polarities of both I-channel and Q-channel P N  sequences, chances 
are that a synchronization is accomplished rather quickly. Otherwise, the 
serial correlation search process must continue until synchronization is 
acquired. With this background, let us review the fundamentals concerning 
the acquisition problem. 

1 

7.4.1 Review of Correlation Operations 

Let C be a binary f 1 sequence of period P = 7: 

If we compute the autocorrelation function of this sequence with "hardware," 
we may have a "system diagram9' as shown in Figure 7.55. Or  we may simply 
multiply the entire sequence C by a shifted version of C and the sum the 
result; that is, take their inner product. Because the sequence (7.104a) is a PN 
sequence, the autocorrelation has discrete values, as depicted in Figure 7.56. 
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Figure 7.55 Sequence autocorrelation calculator. 

Figure 7.56 Sequence autocorrelation for sequence C given in (7.104a). 

For the waveform representation of the PN sequence C of (7.104a), we have 

where 

for the rectangular basic waveform (see Section 6.4.1) and 

for the sinc basic waveform. PN waveforms are shown in Figures 7.57 and 
7.58 for the rectangular and sinc basic waveforms, respectively. 

To obtain the autocorrelation function for the continuous-time wave- 
form, we only need the autocorrelation functions for the basic waveforms 
given in (7.104~) and (7.104d). For cp(t) = ~ect ( t /T ,  - i) [see (6.46b)l 
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Figure 7.57 PN signal, using the rectangular basic waveform. 

-2 - I I I I I I I I I I 

- 1 0 1 2 3 4 5 6 7 8 

Time in chips, tlT, 

Figure 7.58 PN signal, using the sinc basic waveform. 

and for cp(t) = sinc(t/Tc), using Parseval's theorem (1.18i) we have 

00 

= L Tc Rect (Tc f ) x Tc Rect (Tc f ) e-j2"fT d f 

These autocorrelation functions are plotted in Figure 7.59. Note that sinc 
basic waveform is a bandlimited waveform, such as the IS-95 FIR impulse 
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(a) &(r) for Rect ( - - - ) (b) ~ ~ ( r )  for sinc 

Figure 7.59 Autocorrelation functions of basic waveforms. 

response in an approximate sense (see Section 1.4). To obtain the 
autocorrelation function for the sequence waveform, we use the result given 
in (6.45b): 

-4 00 

where &(n) is plotted in Figure 7.56 and %(T) given in (7.105a) for the 
rectangular basic waveform and in (7.105b) for the sinc basic waveform. The 
corresponding periodic functions (7.106) for these basic waveforms are plotted 
in Figures 7.60 and 7.61. 

Our next interest is to see how the autocorrelation function such as 
shown in Figures 7.60 and 7.61 can be obtained with hardware. To obtain 
the continuous-time function (waveform) of the autocorrelation function 
from the product of C(t) x C(t - T), one only needs to smooth out (or 
average) the product as shown in Figure 7.62. The average is done by a 
lowpass filter having an integration time much greater than the chip interval. 
Note that 

which is a "time average" autocorrelation function. The autocorrelation 
function &(T) can also be obtained by an ensemble average: 
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Figure 7.60 Autocorrelation function of the PN signal using the rectangular basic waveform. 

Figure 7.61 Autocorrelation function of the PN signal using the sinc basic waveform. 

I 

C(t) 
Lowpass filter 

Figure 7.62 System that computes the autocorrelation function. 

If we assume that (7.107a) and (7.107b) give the same result, it is a case of the 
time-average autocorrelation function being equal to the ensemble-average 
autocorrelation function. The generation of the PN sequences being a ran- 
dom process, we call such a process an ergodic process [12]. 
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7.4.2 Initial Sequence Phase Acquisition 

As we have done in Section 7.2.2.6, the first step in the noncoherent demod- 
ulation process is to obtain the quadrature components from the received 
waveform given in (7.103a) and (7.103e): 

where 
n 

C; (t) = CI (t) cos 4, + CQ(t) sin 4, (7.108b) 

and 
n 

Cb (t) = CQ (t) cos 4, - CI (t) sin 4, (7.108~) 

and where CI(t) and CQ(t) are the I- and Q-channel PN sequences, respec- 
tively, which assume z t  1 values. The total noise is assumed to be AWGN: 

n(t) = & nc(t) cos wot - 4 n,(t) sin wot (7.109a) 

with - - -  
n2(t) = n:(t) = n:(t) = a2 = ~ J V  2 0 (7.109b) 

The signal processing for the noncoherent demodulation and sync acquisition 
decision variable extraction is very similar to that used for the noncoherent 
signal reception on the reverse link, shown in Figure 7.23. The system 
diagram is shown in Figure 7.63. The quadrature components are: 

= m(t) CI (t) cos 4, + m(t) CQ(t) sin 4, + nl(t) (7.1 lOa) 
Tc 

and 



Figure 7.63 Diagram of acquisition processing for IS-95 signals. 
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Note that both r ~ ( t )  and rQ(t) contain the sequences CI(t) and CQ(t), and, 
thus, we multiply with both local PN code references as indicated in Figure 
7.63. We assume that the code phase difference between the incoming PN 
sequences and the local references is r as indicated in Figure 7.63. We see that 

&Q (t) = \/' Tc C Q ( ~ )  cQ (t - 7) cos 4. + nQQ(t) 

where the noise terms {nij(t)), which are studied in Appendix 7E, are a 
combination of noise, cochannel interference, and cross-quadrature inter- 
ference. We now form X(t) and Y(t) as follows: 
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Note that X(t) and Y(t) form the basis of a noncoherent detection procedure 
that eliminates the unknown carrier phase 6,. 

In Figure 7.63, the quantities X(t) and Y(t) are integrated over an 
observation interval T = NTc that is equivalent to some number of chips, N. 
As is shown, these integrations yield a measure of correlation between the 
phases of the incoming I and Q codes and those of the local reference PN 
codes. However, the integration also plays an important role in eliminating 
cochannel interference when the incoming and local reference PN codes 
agree. 

From one viewpoint, when the PN codes are in agreement, the 
integration is in effect the partial correlation of the pilot Walsh function (a 
constant) with the Walsh functions of other active forward link channels that 
may be present during the acquisition process. Because the Walsh functions 
are orthogonal when correlated over an interval that is a multiple of 64 chips, 
N should be a multiple of 64 chips to effect such a correlation and to 
eliminate unwanted contributions to X(t) and Y(t) from channels other than 
the pilot channel. 

From another viewpoint, the integration of X(t) and Y(t) is a deter- 
mination of their average values over the interval. From the properties of the 
Walsh functions (see Section 5.2), we note that, for every Walsh function 
Wi(t) for i > 2, there is an equal number of 0s and Is ( + 1s and - Is) in the 
first and second halves of the Walsh function period. Hence, an integration 
over any multiple of one-half a Walsh function period (32 chips) can be 
effective in reducing the majority of forward link cochannel interference. 

The acquisition processing consists of testing the current code ~ h a s e  of 
the local PN code references by observing the agreement of the incoming and 
local P N  codes for one or more test intervals, after which a decision is made 
as to whether the codes agree (i.e., the code phases have been acquired). If the 
decision is that they do not agree, then another local PN code phase setting is 
selecting according to the search strategy. The integral of X(t) over the mth 
test interval produces the statistic ZIm, given by 
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in which RcI (T) and RCQ(7) are the time-average autocorrelation functions of 
Cl(t) and CQ(t), respectively. Similarly, the integration of Y ( t )  over the 
mth test inteval produces the statistic Z2,, given by 

= \I 2 sin 4, x T[R,I(T) + RCQ(s)] + N2 

in which the noise terms N1 and N2 are defined as the integrals of the noise 
terms in X(t) and Y(t), respectively. We assume that the autocorrelation 
functions R c l ( ~ )  and RCQ(7) are the same: 

Then we have 

and 22, = 2T ,k - R(T) sin 4, + N2 

It is shown in Appendix 7E that 

NI = G(0, NdT) and N2 = G(0, NAT) (7.114d) 

where Nd > No is the effective noise spectral density that is due to both 
receiver noise and interference, which becomes receiver noise only (NL x No) 
when the acquisition procedure results in a zero phase difference (T = 0). 
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The decision variable is given by 

z, = z:, + z;, 
where 

and 

Z2, = G [lT &R(T) sin ow, NLT] 

= fi -G[2/=R(~)s inq5~,  TC n/d 
1 1 

Therefore, the decision variable Z is NLT times a noncentral chi-squared RV 
with two degrees of freedom, and the noncentrality parameter is 

where N = TIT, and the functional form of the autocorrelation function 
R(T) depends on the basic waveform used for the PN sequence. The pdf for 
2, then is 

I 01 
otherwise 

with a2 = NLT. Let us view the synchronization test as a hypothesis test: 
HI is the hypothesis that the incoming and local PN signals are aligned 
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within one PN chip [lo], whereas Ho denotes the alternative hypothesis. 
That is, 

H I :  171 5 Tc -+ R(T) > 0, NA M NO (7.116b) 

Ho: 171 > Tc + R(T) M 0, NA > NO (7.1 16c) 

The pdf (7.116a) conditioned on these hypotheses becomes 

~ z r n  (a  

and 

Using the pdfs of (7.117a) and (7.117b), we can evaluate the single-run 
acquisition detection and false alarm probabilities. To obtain the detection 
probability PD(m = 1) for a single test (m = I), we need the false alarm 
threshold, which is chosen to achieve a specified false alarm probability 
PF(m = 1). The false alarm probability is given by 

= l: p, (a  I Ho)  da = 1" & e-"/wTda 

from which we obtain 

Using this threshold, the detection probability is found to be 

Let a = NoTx2; then the integral in (7.118a) is transformed into 
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which is recognized as Marcum's Q-function [see (1.90a)l for a = fi and 
p = J ~ T ,  giving the result 

where R(T)  5 R(0) = 1. An upper bound on the detection probability is 
obtained, by assuming Nd E No and R(T) E R(0) = 1, as 

where 
m 

N = 1 = number of PN chips integrated (7.1 18e) 
Tc 

Using the approximation to Marcum's Q-function by the Gaussian Q-func- 
tion shown in (1.92b), known to be very accurate, the upper bound becomes 

An illustrative case of the relation between acquisition false alarm and 
detection probability requirements is shown in Figure 7.64, which is a plot of 
the upper bound approximation (7.118d). For a given value of the received 
pilot chip energy-to-noise density ratio, the detection probability is pro- 
portional to N, the number of chips integrated at one time prior to the 
squaring and combining operations in Figure 7.63. For example, Figure 7.64 
indicates that an integration time equivalent to 224 chips is required to 
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Figure 7.64 Upper bound on acquisition detection probability versus false alarm probability for 
the case of EJNo = -15 dB. 

achieve a detection probability of 95% while maintaining a false alarm 
probability of 10% when EJNo equals -15 dB. 

If L decision variables (2,) are summed, the sum is a scaled noncentral 
chi-squared variable with21 degrees of freedom and L times the non- 
centrality parameter given in (7.126d). For the same false alarm probability, 
the detection probability will increase if L > 1 is used. However, the total 
observation time is L T  = LNT,, and thus there is a tradeoff between the 
reliability of the acquisition decision and the time it takes to search the 
possible PN code phases, depending on the search strategy [lo, 13, 141. 

7.4.3 Code Tracking With a Delay-Lock Loop 

When the initial serial search test results in a successful synchronization 
between the received and the local PN sequences, the timing reference is 
established as well. Once the sync is established to within a fraction of a chip 
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duration Tc, the carrier frequency and phase are accurately determined 
continuously by conventional phase-lock loop (PLL) techniques [15-181, and 
further, the timing agreement between the incoming P N  code phase and the 
local PN code phase, just established by the coarse acquisition method, must 
be tracked to bring the relative timing error to zero. 

The purpose of this section is to present the fundamental concepts and 
techniques used in the code tracking, which is accomplished by what is 
known as delay-lock loop (DLL) tracking of P N  signals [lo, 19-22]. The 
original work on the DLL [19] as an optimal device for tracking the delay 
difference between the acquired sequence and the local sequence followed 
closely the scheme of a PLL that tracks the phase of a carrier, which is 
depicted in Figure 7.65. We discuss the fundamental principles of DLL 
traclung of P N  sequences and its variations. 

The code tracking loops perform either coherently or noncoherently: 
coherent loops use carrier phase information, whereas noncoherent loops do 
not require knowledge of carrier phase. In general, code tracking loops main- 
tain synchronization of the receiver's replica of the spreading code by using 
two correlators called an early covelator and a late covelator. An early 
correlator uses a code reference waveform that is advanced in time by some 
fraction of a chip with respect to the currently estimated code phase. A late 
correlator uses a code reference waveform that is delayed by some fraction of 
a chip. The difference between early and late correlations is used to sense 
small deviations of the incoming spreading code's timing with respect to the 
early and late code timing. 

The early and late correlation operations are depicted in Figure 7.66, in 
which the outputs of the lowpass filters are the autocorrelation functions 

Reference 4 1 1 :zi 1 waveform waveform oscillator 
for demodulation generator 

Figure 7.65 Essential features of a PLL. 
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1, 

Received 
code 
Ct)  

C (t+ '/z T,-T) I 1 C (t- !4 Tc-T) 

Figure 7.66 Essentials of a DL1 for tracking PN code phase (T, = PN chip period, 
T, = integration time). 

Early 
code 

R1[7(t)] and R2[7(t)]. The difference between these correlator outputs is 
taken to obtain an error signal e ( ~ ) ,  given by 

Late [ 
code PN vco - Loop 

These output signals are plotted in Figure 7.67. The output signal e(r)  plays 
the role of a correction signal, which is then used to drive a voltage-controlled 
oscillator (VCO). The VCO is a clock in the sense that it drives the PN 
generator such that, when the PN generator clock is lagging in phase in 
comparison with the incoming sequence phase, it drives the clock faster and 
vice versa. 

generator filter 

Figure 7.67 DL1 error signal e(7); early correlator output, R1 (7); and late correlator output, 
R2 (7).  
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From the DLL, the correct (on time) reference code is obtained for the 
use of despreading the received spread-spectrum signal, as the simplified 
diagram in Figure 7.68 illustrates. The correlator that uses the reference code 
is called the punctual correlation [23]. Code-tracking loops may be coherent 
or noncoherent. The illustration of Figure 7.68 is an example of coherent 
tracking; that is, we assumed that the receiver heterodyned the received 
waveform with a known carrier phase to produce the baseband signal 
C(t - Td). Thus, we observe from Figure 7.68 that the difference between 
the early and the late correlators is used to sense small deviations between the 
incoming code's timing and that of the nominal position of the early-late code 
to provide the reference waveform from the PN code generator (PNG) for 
despreading purposes. 

Early-late tracking loops can also be classified into two types of con- 
figuration: (1) DLL, which we just discussed, and (2) the tau-dither loop ('ZDL). 
The DLL is also known as the "full-time" early-late code tracking loop, 
whereas the TDL is called the "time-shared" early-late code tracking loop. 
There are also the variations of these basic DLL and TDL tracking loops: (3) 
the double dither loop (DDL) [24]; (4) the product of sum and difference DLL 
(PSD DLL) [25]; and (5) the modlfied code tracking loop (MCTL) [26]. Each of 
these tracking loops can be operated in a coherent or noncoherent 
implementation, depending on, as usual, the availability of carrier phase 
information during tracking. In a system such as IS-95, once timing has been 
acquired through the noncoherent acquisition scheme, phase and frequency 

R,(r) I 
LPF I 

I 
I 

LPF 
I 
I 

Late correlation I 

c(t-fd) v I - 
Early PN LOOP 

I 

On time generator 
' VCO t- I 

filter I P 

Reference - 
I 

w - T ~ )  Late + I - 
Early PN LOOP 

I 

On time generator 
' VCO t- I 

filter I P 

Reference - 
I 

~ D L L  I 
L____-_____--___-__L______________________________L______________________________L______________________________L______________________________L______________________________~~~~~~L______________________________ 

Figure 7.68 DL1 and reference code tracking circuit 1231. 
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(nominal value known a priorz) can be accurately tracked by a PLL scheme, 
and hence coherent code tracking is always possible. We summarize well- 
known tracking loop configurations in Table 7.2. In what follows, we give 
the principles of operation for the DLL and TDL only. 

7.4.3.1 Full-Time Noncoherent DL1 Tracking 

A noncoherent DLL configuration is given in Figure 7.69. This configuration 
can be a good candidate for BPSK signals modulated by a PN sequence; that 
is, the signal to be transmitted is of the form 

st (t) = C(t) m(t) cos wot (7.120) 

where C(t) is the PN sequence waveform and m(t) is the data sequence 
waveform, with Pt being the transmitted power. The received waveform is 
then of the form given by 

r(t) = s,(t) + n(t) (7.121a) 
with 

s,(t) = ~ ( t  - Td) m(t - Td) cos[wot + 4(t)] (7.121b) 
where 

P, = received signal power 

Td = propagation delay 

#(t) = random phase of the carrier, unknown to the receiver 

and n(t)  is white Gaussian noise, represented as 

Table 7.2 Summary of tracking loop configurations 

Variations on DLL 4. PSD DLL 
5. MCTL 
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where n,(t) and n,(t) are lowpass noise waveforms that are statistically inde- 
pendent stationary Gaussian processes with two-sided power spectral density 
equal to $No. Note that for this configuration, the error signal e ( ~ )  is the 
difference of the squared envelopes of two signals, each multiplied by early 
and late PN code, respectively, as indicated in Figure 7.69. 

Let us now consider the hypothetical case of a noncoherent tracking 
system for QPSK using the DLL of Figure 7.69. The transmitted signal is 
then assumed to be of the form 

st (t)  = 6 m(t) Cr (t) cos wot + 6 m(t) CQ(t) sin wot (7.122a) 

where Pt is the transmitted power and CI (t) and CQ(t) are two independent I 
and Q channel PN sequences running in complete synchronism at the same 
chip rate. This waveform mimics the IS-95 scheme, in which case m(t) has 
the form of 

M-1 M-1 

m(t) = C gi Di (t) Wi(t) = 1 + C gi Di (t) wi ( t )  (7.122b) 
i=O i=l 

" ,  - 
~ ( t - ? ~  + TJ2) 
Early code 

C( t  -Pd - Tc 12) 
Late code 

PNG VCO filter 

PN reference signal 

Figure 7.69 A noncoherent DL1 for extraction of a PN reference signal for despreading 
purposes (T, = chip duration and Pd is the delay estimate). 
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where gi is a channel gain relative to the i = 0 pilot channel, Di(t) is the data, 
and Wi(t) is the Walsh function for channel (user) i. For our discussion of 
quadriphase tracking, however, these details are not of significance at this 
point. The received signal is then given by 

r(t) = s,(t) + n(t) 
where 

where Td, q5(t), and n(t) have the same meanings as described above in 
connection with (7.121b). In a situation like this, with two PN sequences 
running in synchronism at the same chip rate, only one PN code needs to be 
tracked, say, CI (t). We then have 

+ Ni(t) i = 1,2 
where 

Ni (t) K~ m(t - sin[wot + 9 (t)] 

and where the {Ki, i = 1,2)  are the phase detector (multiplier) gain factors, 
which in general are not identical unless great care has been taken to balance 
the circuit design. The fact that K1 and Kq may not be identical in a practical 
situation is the reason why the DLL is so sensitive to these gains. The 
waveforms xl(t) and xz(t) are envelope-detected and then squared. That is, 
they are detected by quadratic detectors. These waveforms are of the form 
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where Vi,,+,(t) denotes the envelope of a signal plus noise waveform, and 
[++,(t) denotes its phase. To see clearly the physical ~rinciples involved in 
the noncoherent DLL operation, a discussion on a noiseless environment is 
appropriate. Thus, we set Ni(t) = O in (7.124a) and, instead of (7.125a), have 

where Vi,,(t) is the envelope of the original signal in (7.124a): 

n Vi,s(t) = JZTi;Ki m(t C I ( ~  - Td) c I ( t  - T d  f f Tc) 

But 

and 

and the difference of the quadratic detector outputs becomes 

Note that we have maintained the phase detector gain factors K1 and K2 in 
the above expressions for the reason that the imbalance of these factors is 
responsible for performance errors of the DLL tracking system. With this 
aspect understood, let us consider the ideal case of of K1 = K2 and obtain the 
error signal term 

where 
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We started with the assumption that the early and late codes were separated in 
time by one chip period. For a general case of tighter or looser tracking, 
which depends on the system design requirement, we may define the 
following parameters: 

n A 

T = Td - Td (7.127a) 
and 

A = separation between the early and late codes (7.127b) 

The parameter T then is the delay estimator error and A can take the desired 
value such as A = T,, as we have assumed in our discussion, or A = 2Tc, 
which corresponds to tapping the m and m - 2 stages of the PN generator for 
the early and late codes. With these new and general parameters, we can 
express the normalized error signal as 

The autocorrelation functions R1(7) and R2(7) should be identical for best 
operation of the DLL tracking system, and this is the assumption we make in 
our discussions that follow. Hence, we have 

As we have seen in Figure 7.59, the autocorrelation function of the PN code 
depends on the basic waveform cp,(t). If we assume cp,(t) = ~ e c t ( t / ~ ,  - i) 
or cp,(t) = sinc(t/T,) as we have done in (7.104~) and (7.104d) respectively, 
the normalized DLL error signal, called the S-curve or discriminator character- 
istic of the DLL, is as shown in Figures 7.70 and 7.71 for these cases. 

We leave the subject of full-time noncoherent DLL tracking by saying 
that the noiseless analysis for the operation of the scheme clearly indicates 
that PN code tracking is accomplished by sensing the error signal over the 
range of T E (-$T,, ;T,) for our choice of A = T,. The noise performance 
analysis of this system is tedious and rather involved. The reader interested in 
further study of this subject is referred to the cited references. The reference 
[22] in particular gives a succint summary of the noise performance analysis. 
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Figure 7.70 Error signal of full-time noncoherent DL1 for chip basic waveform 
cpc(t) = ~ e c t ( t / ~ ,  - i), drawn for A = T,. 

Figure 7.71 Error signal of full-time noncoherent DL1 for chip basic waveform 
q C ( t )  = sinc(t/T,), drawn for A = T,. 
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7.4.3.2 Full-Time Coherent DL1 Tracking 

In this discussion, the assumption is that the receiver heterodynes the received 
QPSK signal coherently, and thus the tracking is done at baseband. Let us 
assume that the transmitted QPSK signal is the same as given in (7.122a) 

st (t) = fi m(t) [CI ( t )  cos wot + CQ (t) sin wet) (7. 129a) 

where m(t) is given (7.122b). The received waveform is given by 

r(t) = s, (t) + n(t) (7.129b) 
where 

sT(t) = 6 m ( t  - Td){Cz(t - Td) COS[WO~ + O(t)] 

+ CQ(t - T d )  sin[wot + O(t)]) (7.129~) 

where P,, Td, O(t), and n(t) are defined identically as for the received 
waveform we had for the discussion of the noncoherent DLL tracking in the 
previous subsection. As we reasoned there, the I-channel PN code Cz(t) and 
the Q-channel PN code CQ(t) are running at the same chip rate, although 
each is generated by a different tap connection PNG. Thus, tracking one 
code, say, CI(t), should be sufficient because CQ(t) is well synchronized with 
Cz(t). If, for some reason, we need to track Cz(t) and CQ(t) separately, we 
can do so. We therefore assume that only the PN code Cz(t) is tracked. 

We first coherently heterodyne the received waveform to obtain the 
baseband waveform rI (t) , given by 

rI(t) = {r(t) x &cos[wot + ~ ( t ) ] }  lowpass 

= m m ( t  - Td) C I ( ~  - Td) + nz(t) 
where 

The conceptual full-time coherent DLL tracking is depicted in Figure 7.72. 
The error signal e'(t) is smoothed by the loop filter to give e(t): 
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From PLL 

4T C O S [ C O ~ ~ + ~ ( ~ ) ]  

&-pl LPF 

r(t) = s k )  + n(t) 

Punctual 
codes for 
despreading 

Figure 7.72 Conceptual scheme for full-time coherent DL1 for code tracking using only I- 
channel PN code. 

where 

= d i p , .  1 - [K2R(r - ;A) - KIR(T + +A)] + ne(t) (7.13 la) 

and ne(t) is the noise at the output of the loop filter. Again, we bring out the 
salient points in connection with the full-time coherent DLL tracking scheme 
without going through the noise performance analysis. The reader interested 
in further reading on noise analysis is referred to references [19-22,271. 

The normalized error signal in the noiseless environment is then simply 
given by 

n l A  -R(T+$)  E ( T , A ) = R ( T - 2  ) (7.132) 
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This signal is plotted in Figures 7.73 and 7.74 for different assumptions about 
the shape of the PN code waveform. Note here that the autocorrelation 
functions are not squared, and, hence, the error signal is simply the difference 
of late and early autocorrelation functions. 

Figure 7.73 Error signal of full-time coherent DL1 for chip basic waveform 
cp, = R e c t ( t / ~ ,  - 4 )  and for A = T,. 

Figure 7.74 Error signal of full-time coherent DL1 for chip basic waveform cp, = sinc(t/T,) 
and for A = T,. 
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7.4.4 TDL Tracking 

The full-time early-late DLL tracking system is widely used in spread- 
spectrum systems. There is one major problem associated with the system, 
however: the early and late channels must be precisely balanced. If they are 
not balanced, the DLL output discriminator is not zero even if the tracking 
error is zero. We have seen in earlier discussions, for example, that the phase 
detector gain factors Ki, i = 1 , 2  are the possible cause of the imbalance, aside 
from other uneven component response characteristics. This problem can be 
overcome by time-sharing a single correlator by early and late codes, and this 
is the principle employed in the tau-dither early-late tracking loop. In a 
dithering loop, the incoming signal is correlated alternately with the early and 
the late codes [28]. 

Consider the noncoherent TDL illustrated in Figure 7.75. Note that 
the PNG phase is switched back and forth in accordance with the binary 
signal q ( t )  as shown in the figure. Thus, the dithering loop can be looked 
upon as a DLL in which the early and late codes time-share the correlator. 
The advantage of the TDL over the DLL is that only a single correlator is 
used, thereby eliminating the potential cause of gain imbalance that is 
associated with a two-channel loop system such as the full-time DLL. 

r(t) = sJt) + n(t) 

"I 4 BPI=+ 
Y ( ~ )  Quadratic 

detector 

Punctual 
reference code 9 

f = 1/2Tp = dither frequency 

* t  

Figure 7.75 A noncoherent TDL. 
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To understand the principle of operation of the TDL more clearly, let 
us draw an equivalent loop model as illustrated in Figure 7.76. Let the 
received waveform be as given in the previous subsection, in (7.129b) and 
(7.129~). Again, we consider tracking only the PN code CI(t). Because the 
correlation and filtering operations will remove the nonpilot channels and the 
quadrature PN code CQ(t) from the tracking loop, we may model the 
received signal term as 

The switching signals ql (t) and q2(t) in Figure 7.76 are given by 

The system diagram shown in Figure 7.76, using ql (t) and qz(t), is essentially 
a DLL. Hence, the noiseless analysis of its operation is the same as that given 
for the noncoherent DLL. The error signal is given by 

x, (t 
BPF P ~ u a d r a t i c  detector 

r(t) = s&) + n(t) 
, , 4) 

VCO 
Loop 
filter 

Figure 7.76 An equivalent loop model for a TDL. 
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By substituting (7.133b) in (7.134b) and (7.134c), we have for the error signal 
given in (7. l34a) 

where T and A are as defined previously in (7.127a) and (7.127b), respectively. 
The normalized error function is then given by 

which consists of two parts: the first part is the familiar error function of the 
noncoherent full-time DLL, as plotted in Figures 7.70 and 7.71 for two 
different chip basic waveforms; and the second part is a sum of squares of the 
early and late autocorrelation functions, multiplied by the dither switching 
function q ( t ) .  Therefore, if the dithering frequency is very high compared 
with the bandwidth of the loop filter, the second pan of the error signal has 
virtually no influence on the VCO. 

This brief analysis of the TDL in a noiseless environment shows that 
the TDL operation is the same as that of the full-time DLL. The reader 
interested in the noise performance analysis of the TDL is referred to 
references [22, 28,291. We do not discuss the variations on the basic early-late 
PN code tracking loops, such as the the DDL, the PSD DLL, 
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and the MCTL. For these subjects, reference [22] is recommended for further 
reading. 

7.5 Shaped Versus Unshaped PN Sequences for Despreading 

It can be shown that it matters what shape of pulses are used in the local PN 
references used for despreadiq a direct sequence spread-spectrum signal [30]. 
In this section, an analysis in support of this statement is presented first, 
followed by a simulation that illustrates the relative significance of this issue. 

7.5.1 Analysis of the Effect of Pulse Shape at the Receiver 

We previously discussed the baseband pulse shaping specified for IS-95 trans- 
missions and adopted the notations 

po (t) = rectangular (NRZ) data pulse 

pl (t) = IS-95 specified pulse shape 

In addition to the difference in shape of these pulses, it is pertinent to note the 
difference in their durations. Letting the center of the chip interval be the 
reference time, po(t) has a duration of f Tc/2, while pl (t) (which is discussed 
in Section 1.4) extends to & 6Tc. The question we now address is what pulse 
shape should be used by the receiver to despread the incoming pulses that 
have the shape pl(t). First, we derive a quantitative measure of the effect of 
the pulse shape. 

For simplicity, let us neglect filter and propagation delays and consider 
just the despreading of the IS-95 pilot signal's I channel, which is the shaped 
version of CI(t). Let us denote this waveform Cl (t): 

using {cIk) to denote the f 1 PN sequence. Let the receiver's reference code 
waveform be in perfect synchronism, but having a different pulse shape, 
p2(t), let it be denoted C2(t): 
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The des~reading of the pilot signal is accomplished by integrating the product 
of Cl (t) and C2(t), giving a measure of pilot energy: 

Using ck = c ~ k  to simplify the notation, the integrand of (7.138a) can be 
written 

= XC: pi (t - kTc) p2(t - kTc) + interchip interference. (7.138b) 
k 

Thus, the pilot energy measure E, has two parts: a part due to despreading of 
the chips in synchronism with each other, and a part due to the interchip 
interference QCI) that occurs when the pulse shape has duration greater than 
Tc . This fact may be written 

Because ci G 1, the portion of E, due to despreading is 
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Pulse energy accumulated using a shaped reference PN code. For 
pz(t) = pl(t), the same shape as the transmitted pulse, Ed becomes 

where the lower and upper limits of integration are modified to account for 
the duration of the pulse, taken to be & 6Tc : 

lower limit of integral upper limit of integral 
I I 
4. 4. 

L1 = max{-kTc , -6Tc) and U1 = min{T - kT, , 6Tc) (7.139b) 
-T .p 

lower limit bf integrand upper limit bf integrand 

That is, the effective lower limit of the integral is determined by the integrand 
when k has a relatively large positive value, and the effective upper limit is 
determined by the integrand when k has a relatively large negative value. 

To evaluate (7.138a), it is useful to determine when the integral's limits 
are f 6Tc and how many times; that is, how many complete double-sided 
pulse periods are contained in the integration interval. For k 2 6, the lower 
limit of the integral is determined by the nonzero region of the integrand to 
be L1 = -6Tc, and for k 5 T/Tc - 6 = Nc - 6, the upper limit of the 
integral is determined by the integrand to be U1 = +6Tc. Therefore, for 

n 6 5 k 5 Nc - 6, where Nc = T/Tc is the number of chips in the integration 
interval T, the integration interval is the same (L1 = -6Tc and U1 = 6Tc), 
and all of the energy is captured for these pulses. The number of such pulses 
(number of k values) is 

N o  pulse energy is captured for k 5 -6, when the lower limit of the 
integral is +6Tc or greater, so that the integrand is zero for the whole interval 
of integration. Similarly, for k 1 Nc + 6, the upper limit of the integral is 
-6Tc, for which the integrand is zero for the whole interval of integration. 

It follows that partial pulse energy is captured for the following values 
of k: 

, -6<k<6,  and N c - 6 < k < N c + 6  (7.139d) 
V 

11 values of Ic 
" 

11 values of k 
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The number of pulses with partial energy, therefore, is 

So far, in evaluating the amount of pulse energy captured by the despreading 
receiver in the case of p2(t) = pl(t), we have shown that the integration 
yields the full pulse energy for N, - 11 values of k and partial pulse energy 
for 22 values of k. Allotting an average of one-half the pulse energy to the 
partial pulses, the total despreading energy Ed is approximately 

Ed [T;  pl (t)] m [N,  - 11 + !j ( 2 2 )  = N,] x energy in one pl(t) pulse 

The ICI energy EIcIIT; p2(t)] can be expected to have an average integration 
value of zero because the PN code has not been removed in those terms. 

Pulse energy accumulated using a nonshaped reference PN code. Now let 
the receiver pulse shape be p2(t) = po(t), the rectangular or NRZ (nonreturn 
to zero) pulse shape. The despreading energy becomes 

because po(t) = 1 in the interval of integration, where the lower and upper 
limits of integration are modified to account for the f Tc/2 duration of the 
pulse po(t): 

Lo = max {-kTc , -Tc/2) and Uo = min {T  - kTc , Tc/2)  (7.140b) 

The chips for which the integration is over the maximal interval of f Tc/2 
are those for which k > (the case for which Lo equals -Tc/2) and 
k < Nc - 4 (the case for which Uo equals +Tc/2). The number of such 
chips is N, - 1. 

For k > Nc - i and k < i , the integration is zero because the upper 
and lower limits converge. Thus, there are no chips for which there is a 
partial collection of pulse energy. The total despreading energy Ed for the 
case of an unshaped receiver PN code waveform is then 
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The values of the pulse pl(t) at samples take at four times the chip rate were 
previously given in Table 1.3 as the discrete-time impulse response ho(i) of 
the FIR filter. Approximating the integrals in (7.1390 and (7.140~) by sums 
of samples gives 

T c  
47 

Ed[T; pl (t)] = Nc - - hi(i) = 3.940 Nc . (TJ4) (7.141a) 
4 i=o 

and 

Thus, the advantage in using a shaped PN code waveform to despread the 
incoming PN signal is slight. This fact is next demonstrated by a numerical 
example. 

7.5.2 Simulated Comparison of the Energies Accumulated 

Simulated amples of the IS-95 shaped I and Q PN code baseband waveforms 
were generated at the rate of four samples per chip, for a time interval of 128 
chips. The calculation of the despreading integral was done without the 
factor of Tc/4 that appears in (7.141a) and (7.141b). The results of the 
simulation are shown by the following figures: 

Figure 7.77: Side-by-side comparison of the IS-95 I-channel PN code 
waveform using pl (t) (shaped) and po(t) (unshaped). The incoming 
PN waveform is shaped, and a comparison is to be made of the results 
of despreading using shaped and unshaped PN code waveforms. 

Figure 7.78: Side-by-side comparison of the IS-95 Q-channel PN code 
waveform using pl (t) (shaped) and po(t) (unshaped). 

Figure 7.79: I-channel des~reading energy for the two shaping cases. 

Figure 7.80: Q-channel despreading energy for the two shaping cases. 
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I channel PN code waveform 
11 28.GRA 

I I I I I I I I I I I 

0 32 64 96 1 28 
Time in PN chips 

Shaped I channel PN code waveform 
IS128.GRA 

2 

1 

- 
- 

0 - 1 
- 
- 
- 

J'I -I  

; i;"pPyAli 
-2 
0 32 64 96 1 28 

Time in PN chips 

Figure 7.77 Candidates for the I-channel despreading waveform. 
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Q channel  PN code  waveform 
0 1  28GRA 

UIl Ul IOU U U  UJ UIUUU UUUUl 
32 64 96 

Time in PN chips 

S h a p e d  Q channel  PN c o d e  waveform 
as128.GRA 

32 64 96 

Time in PN chips 

Figure 7.78 Candidates for the Q-channel despreading waveform. 
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Energy of despread I channel  
600 I I I I I I I 1 I I I I 

0 32 64 96 128 

Time in PN chips 

Figure 7.79 Comparison of I-channel despreading results for shaped and unshaped PN 
reference waveforms. 

Energy of despread Q channel  
600 I I I 1 I I I 1 1 I I 1 

0 32 64 96 

Time in PN chips 

Figure 7.80 Comparison of ll-channel despreading results for shaped and unshaped PN 
reference waveforms. 
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We make the following observations on the numerical results for despreading: 

Given that the calculations (7.112a) and (7.112b) ignored the factor of 
Tc/4, the theory predicted despreading energy values of 

3.940 Nc for the shaped pulse, pl ( t )  

3.572 Nc for the unshaped pulse, po(t) 

The simulated integrations agree very well with the theory in that the 
integrations are practically linear functions of Nc . 
The slopes agree very well with the theory also: 

I Pulse I Predicted slope I Experimental values I 

We conclude from the analysis and the results that there is only a slight 
difference between using the optimal, shaped PN reference and one that is 
unshaped. 

P ~ W  
PO (t) 
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Appendix 7A The Gram-Schmidt Orthogonalization Procedure 

Given a signal set {si(t), 0 5 t 5 T), i = 0, I , .  . . , M - 1, we wish to obtain 
a set of orthonormal (ON) functions {vj(t), 0 5 t 5 T), j = 1 , 2 , .  . . , N so 
that we can represent the waveforms {si(t)) as a linear combination of the 
O N  functions, like 
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With such a representation, the signal waveforms can be characterized as 
signal vectors {si), where 

Si = (sil, Si2, . . . SIN) (7A. Ib) 

This can be done by a method known as the Gram-Schmidt orthogonalization 
procedure [39-401. If we start with a set of signal waveforms so(t), sl(t),. . . , 
S ~ - l ( t ) ,  the Gram-Schmidt procedure says that we can obtain a new set of 
orthogonal functions {yi(t)). If we assume that the original set of functions 
{so (t), sl (t), . . . , s ~ - ~  (t)) are linearly independent12 functions, then a set of 
functions {yl (t), y2(t), . . . , yN(t)) can be constructed such that the set 
iyj(t)), j = 1 , 2 ,  . . . , N is an orthogonal set. That is: 

for i # j (7A. lc) 

and in this case M = N. If, however, the given set of signals {si(t)) are not 
linearly independent, the number of orthogonal functions is always less than 
the number of given signal functions; that is, N < M when {si(t)) is a set of 
functions that are not linearly independent. As we see below, the orthogonal 
functions iyj(t))  are normalized to obtain the required ON set of functions 

{ ~ j ) ,  where 

Thus, the orthogonal functions are "interim" functions in view of the 
ultimate objective of obtaining the ON set {cpj(t)). The algorithm for 
constructing yj(t)is based on linear combinations of the original signal 
waveforms. 

Without loss of generality, let us assume that the functions so(t), sl(t), 
. . . , SM-1 ( t )  are linearly independent and proceed as follows: 

12 The reader is referred to Section 5.3.4 for formal definitions of linear independence 
and linear dependence. 



818 COMA Svstems Ennineerina Handbook 

1. We pick the first function so(t) and set 

2. Using the second member of the set, sl (t), put 

for some constant -11. Because (y2(t), YI (t)) = (sl(t), yl(t)) + yl (yl(t), 
yl (t)), the desired orthogonality of yl (t) and y2(t), that is: 

Thus 

3. Next, we determine y3(t) that is orthogonal to yl(t) and y2(t) and is a 
linear combination of {s2 (t), yl (t), y2(t)) and, hence, a linear combination of 
{so(t), Sl(t), s2(t)). SO, let us put 

!.From the orthogonality requirements, we have 

(y3(t), Yl(t)) = (s2(t), Yl(t)) + 7l(Yl(t), Y l W )  
0 

+ 72?~2(t), YI (t)y = 0 (7A.3b) 
and 

0 

~ t ) ,  ~ ~ ( t ) )  = ~ t ) ,  y2(t)) + Y ~ ? Y ~ ( ~ ) ~  y2(t)j  t 

from which we obtain the values for yl and 72: 
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Thus 

4. The procedure continues in the manner described above, until the last 
member of the set {yj(t)) is obtained. The general expression can be given as 

forall j =  1,2 ,..., N. 

5. The interim orthogonal functions {yj(t)) can now be normalized using 
(7.142d) to obtain the O N  functions {cpj(t)). 

If we had assumed that the given signal set (so(t), sl (t), . . . , SM-l(t)) is 
not a set of linearly independent functions, we would have obtained the 
interim functions yl (t), yz(t), . . . , yN(t) where N < M. Consider (7.144~) 
above. Had we assumed that {so(t), sl(t), s2(t)) are not linearly independent, 
s2(t) would then be expressible as a linear combination of so(t) and sl(t) and, 
hence, y3(t) = 0, meaning that the third function y3(t) would have been 
expressible as a linear combination of only two functions. We see this fact in 
the example below. 

Example 7A.1 We consider a simple example to illustrate the method of 
applying the Gram-Schmidt orthogonalization procedure. Consider the four 
waveforms shown in Figure 7A.1. We obtain the vector representations for 
the waveforms by following the procedures discussed above. 

1. Use the first waveform so (t) and put yl (t) = so(t). Normalizing: 
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Figure 7A.1 Waveforms to be expressed as vectors. 

2. Using the second waveform sl ( t ) ,  we put 

y2( t )  and v 2 ( t )  are illustrated in Figure 7A.2. From (7A.6b), we have 
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Figure 7A.2 The functions y z ( t )  and c p z ( t ) .  

3. Using the third function: 

4. Using the last waveform: 
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where (yl (t), yl (t)) = 3, (y2(t), y2(t)) = , (~3(t) ,  yi(t)) = -3, and (~3(t ) ,  
y2(t)) = 0, giving 

y4(t) = s3@) + yl(t) = ~3( t )  + SO@) -- 0 (7A.8b) 
Thus 

s3(t) =   SO(^) = -&&) (7A.8~) 

Summarizing: 

Appendix 7B Average of BPSK Error Probability 

The average symbol-error probability for a BPSK or QPSK system in 
Rayleigh fading is given by 

Oi, e-dlb Q (/q) d p  
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Appendix 7C Parameters of Integrated White Noise 

In this appendix, we prove that ncq = G(0, NOTw) and n,, = G(0, NOTw) as 
stated in (7.83d). In (7.82~) and (7.82d) of the text we defined 

(7C. la) 

(7C. lb) 

where, from (7.80a)-(7.80e), we further defined that 

Now, nII(t), nIQ(t), nQz(t), and nQQ(t), which are shown in (7.80a)-(7.80d) 
in the text, are defined as 
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A Wn (t) P(t) CZ (t) P (t - f TC) CQ (t - 1 T') cos 8 +z (7C.3b) 

nQ~( t )  p(t) C ~ ( t )  

AW.(~-  f ~ , )  ~ ( t -  ;TC)cQ(t -  f~,)P(t)C1(t)cos8 +z 
(7C.3~) 

n nQQ (t) = nQ (t) P (t - ;T,) CQ (t - ;T,) 

A Wn(t) P(t) cZ( t )  ~ ( t  - ;T,) c Q ( t  - ;T,) sin8 -2  (7C.3d) 

where nz(t) and nQ(t), as defined in (7.78b)-(7.78d), are taken to be white 
Gaussian noise terms: 

nI (t) r n,(t) = G(O, f No) and nQ(t) = n,(t) = ~ ( 0 ,  $No) (7C.4) 

Now, returning to (7C.la) above, we have 

But from (7C.3a) and (7C.3d), we have 

x 2 p  

+ p - $ j ~  w n ( t  - IT,) ~ ( t  - ;T,) c Q ( t  - ;T,) P(t) Cz(t) sin 8' (7CSb) 
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As indicated above, let us define 

f 1 at R, 

yl (t) A nQ(t) b ( t  - $T,) (t - $T,)' 

Then in terms of xl , x2, y1, and y2, (7C.la) is given by 

But it is easy to see that 

ignoring the small effect of the half-chip delay. (The term is exactly equal to 
zero for q = n). Therefore, we can reduce (7C.5a) to 
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where we defined 

Clearly, X1 and Y1 are independent Gaussian RVs, and we need to specify 
their means and variances: 

Y1 = ~ ( m , ,  a;) 
where 

- 2  - 
0: = (x, - x,) = x: = (x,(t), wq(t))2 

where P2(t) = C: (t) = 1 and 

as defined in (7.72d). In the same manner, we can easily show that 

- 
my = Yi = (yl(t), W,(t - $T,)) = 0 (7C.8a) 

and 

Thus 
Xl = G(O, $NOT,) 
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and 
Y1 = G(o, ;NOT,) 

Therefore, ncq = X1 + Y1 is a Gaussian RV with zero mean and variance 
02 + O: = NOTw; that is: 

ncq = G(O, NOT,) (7C.8e) 

Similar analysis for the RV n,, shows that 

This proves the validity of (7.83d) in the text. 

Appendix 7D Details of BPSK and QPSK Variances 

The first variance in (7.96a) corresponds to interchip intersymbol interference 
within the kth user's signal: 

The second group of variances in (7.96a) corresponds to multiple access 
interference: 
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Note that the second summation in the (7D.2a) can be rewritten as 

From (6.52d), and using the Fourier transform 
function given in (1.23h), we recognize that 

pair of Comb function * Rep 
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Substituting (7D.2~) in (7D.2b) gives the following result: 

Note that only the r = 0 term in (7D.3) is nonzero, because the filter transfer 
functions in the integrand are disjoint for r # 0: 

lH(- f + I / T ~ ) ~ ~  e-j2TTik12 d f 
V 

z O because spectra are disjoint 

I H ( ~ ) I ~  I H ( -  f - I / T , ) ~ ~  ej2TTtklTc d f + - .  
V 

z O because spectra are disjoint 

assuming the bandwidth of H ( f )  is no greater than l /Tc .  Thus, oLAjk may 

be written 

Another way to calculate the multiple access interference variances: 
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Spectrally, the random impulse train can be viewed as white noise with 
spectral density l /Tc. Let q(f) denote the Fourier transform of white noise 
with unit density. Then the expectation becomes 

The last variance in (7.96a) is that of the background noise: 

For the QPSK case, evaluation of these variances proceeds just as for the 
case of BPSK. It is assumed that all PN sequences are uncorrelated with other 
sequences and uncorrelated with shifts of themselves: 
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(4 (4 The fact that E { d n  dl ) = bnr was used in (7D.7a). As shown above, 

(7D.7b) can be expressed as 

Finally, the total noise variance is 
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Appendix 7E Acquisition Decision Noise Terms 

The noise terms in (7.11 la) to (7.11 Id), respectively, are 

nII(t) = n ~ ( t )  + -m(t) CQ(t) sin 4, [ K 
+ \IE. [m(t) - l] Cl(t)  cos 4. 

Tc 

(7E. lc) 

Cx(t - T) (7E. la) 

di[m(t)  Tc - 11 CQ(t) sin 4. 

nQQ (t) = nQ (t) - "m(t) CI (t) sin 4, I \i: 

CQ(t - T) (7E.lb) 

The noise terms N1 and N2 in (7.1 l3a) and (7.1 Mb), respectively, are 
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T 

and 
rT 

where from (7.102~) 
ti.? 

Clearly, the mean values of all these noise terms equal zero. The com- 
putation of their variances proceeds by first recognizing that the bandwidths 
of the lowpass filters in the I and Q branches that are shown in Figure 7.63 
are much larger than the effective bandwidths of the integrators. Therefore, 
we may treat nI(t) and nQ(t) as from independent white noise processes with 
spectral density +No as if there were no filters [I]. 

Let n,(t) denote a white noise process, whose autocorrelation function 
is ;& 6(7). The variance of a noise term after multiplication by a unit- 
amplitude PN sequence and integration is 
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~ a r  [lTnw (t) C(t - a) dt] = l T I T n w ( t )  nw(u) C(t - a )  C(u - a )  d tdu 

because c2( t )  = 1. With this understanding, we realize that the variances of 
the Gaussian noise terms of N1 and N2 equal 2 x ;NOT = NOT. We further 
note that these terms are uncorrelated, because 

As for the cochannel and cross-quadrature interference terms in (7E.2a) 
through (7E.2b), we note that for the special case of T = 0, when the receiver 
PN codes are aligned with the incoming PN codes, we have 
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and - n 

Thus, for T = 0, which pertains to the tracking situation, the cross-quadrature 
and the cochannel interference is zero. For the general case of T # 0, during 
acquisition, there is some residual interference. As a practical matter, we may 
simply treat N1 and N2 as having the variance NOT for 7 = 0 and NdT > 
NOT during acquisition, until the code phase is accurately detected. Because 
of the fluctuation in the amount of traffic on the forward link, as well as 
fluctuations in propagation conditions, the false alarm threshold in the system 
diagram of Figure 7.63 must be determined empirically. 





Convolutional Codes and Their Use in IS-95 

8.1 Introduction 

For both the forward link (downlink) and the reverse link (uplink) in the IS- 
95 system [I], convolutional coding schemes are used for forward error 
control (FEC) purposes as shown in Figures 8.1 and 8.2, which are reproduc- 
tions of Figures 4.17 and 4.22 of Chapter 4. Achieving reliable cornrnunica- 
tions and using the minimum possible signal power (and hence energy) are the 
objectives of communications system designers. Reliable information trans- 
mission and the minimal use of signal power are conflicting requirements to 
some extent. In a mobile cellular communications system, battery power is at 
a premium and, hence, the mobile station (handset terminal) can conserve the 
transmitter power resource longer if the most power-efficient modulation is 
employed. 

When one has a limited transmitter power resource in a multiple access 
communications system, optimal or near-optimal modulation schemes must 
be considered, and indeed, in the IS-95 CDMA cellular system, this 
philosophy is practiced: the coherent BPSK modulation for the forward link 
and the M-ary orthogonal modulation used in the reverse link in the IS-95 
system are both examples of power-efficient modulation. 

If the signals that are transmitted deliver an energy level below a certain 
threshold value, the received signals are likely to ~roduce errors at the 
receiver. The idea of using FEC is to help recover from errors that occur 
during the transmission over the channel. There are many types of FEC 
codes in terms of error-correction capabilities. FEC coding schemes are 
usually called channel coding schemes for the reasons just mentioned. The 
channel coding strategy is aimed at allowing the transmitter to use minimum 
possible signal energy in accomplishing the design objective of providing a 
specified error rate. 
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Figure 8.1 Forward link traffic channel structure. 
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Figure 8.2 Reverse link traffic channel structure. 
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Another perspective on the use of channel coding in regard to the IS-95 
CDMA spread-spectrum system can be observed: in Chapter 1, we saw that 
the capacity of a CDMA spread-spectrum system is given as 

where 
M = number of users per CDMA bandwidth 

W = spread-spectrum bandwidth 

Rb = bit rate (Rb,rnaz = 9.6 kbps) 

W/Rb is the processing gain and Eb/NO is the required signal energy-to-noise 
density ratio. In digital communications, Eb/NO is the figure of merit (or 
fidelity measure) for a specified error probability in a chosen modulation 
scheme. 

Let S be the power at the receiver front end. The received signal power- 
to-noise density ratio is SINo. The efficiency of a communications system is 
measured by the received Eb/NO, given by 

where R is the information bit rate in bitdsec. It is thus clear that the use of 
a good, efficient modulation technique reduces the required Eb/No for the 
specified bit-error rate (BER), and consequently we can increase the data rate, 
as seen in the equation 

The remedy for reducing Eb/No can come from two sources: power-efficient 
modulation and coding, under the allowed bandwidth expansion constraint (if 
any). Let us return to (8.1). Because for a given processing gain the capacity 
is inversely proportional to the value of Eb/NO, lowering the value of Eb/No 
is a viable approach. But how low? For a given value of Eb/No that is 
required for a specified bit-error probability, lowering Eb/NO is permitted, 
provided that the coding gain can restore the decrease. It is then plain that we 
need to consider a "powerful" coding scheme that provides high coding gain. 
In this chapter we show that the convolutional codes of "rate and constraint 
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length 9" used for the forward link channels (see Figure 8.1) and of "rate 
and constraint length 9" used for the reverse link channels (see Figure 8.2) 
provide "powerful" coding gains. The capacity equation given in (8.1) is one 
that is valid under the assumption of perfect power control using an 
omnidirectional antenna. The equation implies that the way to increase (or 
enhance) the system capacity is to find a method for every communicator in 
the cell to use a minimal possible value of Eb/& and still achieve the required 
(specified) BER. The capacity enhancement realized by lowering the "required 
Eb/NO," (Eb/n/O)req, can be simply related to the codinggain as follows: 

Coding gain (dB) A = [($).i .I. .c~d - [($)dBlcodd 

In other words, coding reduces the Eb/NO required to achieve a specified BER 
under a specified modulation scheme. This fact is illustrated in Figure 8.3, 

n where (n,  k) denotes a coding scheme of rate r = kin, and (n, k) = (1, l )  
denotes an uncoded system. System designers seek a coding scheme that 
provides the largest possible coding gain of A(Eb/No) under affordable 
complexity, cost, reliability, and so forth. Thus, by use of a channel coding 
scheme, we provide the needed coding gain to achieve the design objective. 
Clearly, the coding gain, A(Eb/No), is the amount of improvement that is 
obtainable when a particular coding scheme, (n, k), is used for a specified 
BER. A practical way of determining coding gain is to plot BER as function 
of EQ/NO for both coded (n, k) and uncoded (1, 1) cases and to read the 
A(Eb/NO) at a specified BER rather than solving an equation. Thus, the 
amount of coding gain for a given coding scheme varies, depending on the 
specified BER. (See Section 8.5.2 for practical examples.) Figure 8.3 is a 
typical comparison of coded and uncoded system performance. 

The "threshold" noted in Figure 8.3, (Eb/NO)th, is a phenomenon that 

exists in every coding scheme. It is the point of Eb/NO at which the coded 
system begins to perform better than the uncoded system. For 
Eb/No I (Eb/No),h,, however, the coded system always performs worse than 
the uncoded system. An (n, k) coding scheme uses n - k redundant (excess) 
symbols, and for values of Eb/NO < (Eb/No),hr, the coding scheme simply 
operates before this investment of redundant symbols reaches the break-even 
point. All (n, k) codes display different values of the threshold point. 
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Intersection h 
E 
W 
a 

Required 
BER 

Figure 8.3 Illustration of coding gain in an (n, I c )  FEC coding scheme. 

Let us ask a question: Is it possible to transmit a digital signal over a 
noisy communications channel without producing any error in the received 
signal at the output of the channel? The answer to this question was provided 
by C. E. Shannon in 1948 [2]. This was yes, under the following assumptions 
and conditions: 

The signal is transmitted over an AWGN channel, and 

The signal must be transmitted with a rate R bps that does not exceed 
a rate C bps, that is: 

where C is given by 

c = w log2 (I + i) bps 

and where W is the channel bandwidth and S/N is the SNR at the 
input of the receiver. 
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The C given in (8.5) is known as the channel capacity. Note that, contrary to 
intuition, the ultimate weapon in combatting channel errors is not the power 
but the speed with which the signal is transmitted. There is one more entity 
to be considered in citing Shannon's most remarkable and famous result, and 
it is the coding that needs to be associated with Shannon's limits. It is usually 
stated as Shannon's theorem as follows: It is possible to transmit information 
over an AWGN channel at any rate R less than C with an arbitrarily small 
error probability using a coding scheme. For R > C, it is not possible to find 
a code that can achieve an arbitrarily small error probability. Thus, we are 
searching for a good coding scheme (Shannon did not suggest any specific 
coding scheme) along with a very power-efficient modulation technique. 

Since digital communications are evaluated in terms of the probability 
of a bit error as a function of Eb/NO, the energy per information bit-to-noise 
power spectral density, let us observe the value of Eb/No, which corresponds 
to the channel capacity C: 

with 
n N =  NOW 

in which we assumed an AWGN channel with noise power spectral density 
of !j No. Now, because 

we have, from (8.6): 

The Eb/No resulting from the transmission of the bits at rate R = C is 
plotted in Figure 8.4 as a function of SIN. We observe from Figure 8.4 that 
the minimum required Eb/NO is 0.693 = - 1.59 dB s - 1.6 dB if the bit rate is 
the capacity rate C,  provided, of course, that a coding scheme be found that 
can support the theoretical Shannon limit. Analytically, this result can be 
obtained as follows: from (8.6a) it is clear that, if the channel is noiseless, 
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Figure 8.4 Required Eb/& as a function of received S/N when the bits are transmitted at 
capacity rate C. 

there is no noise power; that is, NOW + 0. This indicates that the capacity 
under such a noiseless channel would become infinite, as shown by 

CI,,is,,e,s = lim W log2 
channel NoW + O 

On the other hand, if the bandwidth is increased without limit (i.e., 
W t oo), the concomitant increase in capacity, denoted C,, is obtained as 

W + m  
log2(1 + S)] C, = lim C = 

No W 
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where we apply the well-known fact that 

lim (1 + z)'/~ = e 
x - + o  

The capacity C, under the assumption of infinite bandwidth is known as the 
infinite bandwidth Shannon capacity limit, and the required Eb/No under this 
capacity assumption is given by 

Recall from (7.31a) that, as the number of bits/symbol K -, oo, P(e) -t 0 
provided that 

where K -t oo corresponds to the case of W -t oo. What is observed here is 
that (8.8f) gives a value twice as large as the result of (8.8d). Remember that 
(8.89 was obtained by using a union bound, and, thus, it is "3dB off" from 
the exact result. 

Let us again return to the capacity equation (8.1). It is interesting to 
compare the capacity measure of (8.1) with that attainable using the Shannon 
bound for an AWGN channel with an omnidirectional antenna. Using the 
ideal Shannon limit on the AWGN channel for error-free data transmission, 
the maximal possible capacity, Mo, under a given processing gain of W/Rb is 
given by [3,4] 

If W/Rb = 128, as for the case of the IS-95 system, we have 
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Of course, the ideal maximal capacity of 185 can never be realized in the IS-95 
system using 1.2288-MHz bandwidth for Rb = 9.6 kbps. It is nevertheless a 
theoretical limit, and hence we need to design a coding system that achieves a 
capacity as close to that limit as possible. 

So, it is established that needs exist to employ a coding scheme with a 
large coding gain in order to maximize the user capacity of the CDMA 
cellular telephone system. The use of convolutional codes in the IS-95 system 
is based on this objective. We now introduce the basic concept of 
convolutional codes, define some fundamental terms, and then derive the 
performance measure of convolutional codes so that we can evaluate the 
actual convolutional codes that are used in the IS-95 system. 

8.2 Convolutional Codes 

In Chapter 5, in our treatment of CRC codes, we introduced the concept of a 
block code (n, k), where for every k information bits, n coded symbols are 
produced by the encoder, and we called n the block length and the ratio k l n  
was called the code rate r .  We discussed the error-detection capability of the 
linear block code (n,  k), which performs the error-detection function by 
syndrome calculation of the code that possesses m = n - k redundant parity 
check digits. While in the (n, k) block code there is a clear code structure of 
block length n per k information bits, for the case of convolutional codes there 
is no parameter called block length, as will be seen shortly. The input stream 
of data bits is shifted into the convolutional encoder either one bit at a time 
or k bits at a time and, corresponding to that input, n symbols (coded digits) 
are transmitted into the channel. In a convolutional code, the one bit or the 
k bits being shifted into the encoder is not looked upon as a block of 
information bits to be encoded, but the input is looked upon as a continuous 
stream of data bits until all the message bits are encoded. For example, on the 
IS-95 forward link traffic channel (see Figure 8.1), the information bits at the 
rate of 9.6 kbps are encoded an entire 20-ms frame at a time, consisting of 9.6 
kbps x 20ms = 192 bits. For this long input information block, the coded 
output symbols are produced at the rate of 19.2 kbps for 20ms, resulting in 
384 coded symbols that are fed into the block interleaver, as shown in Figure 
8.1. This encoding process repeats every 20ms after "flushing out" the 
encoder by putting eight zeros at the end of the 192 bits of the information 
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~e~uence.1 In this sense, there is only one long input information block (of 
length 192 bits) and one corresponding encoded block length of 384 coded 
symbols. So there is no simple block structure that can be associated with a 
convolutional code and, as we see shortly, each of the coded symbols is 
linearly affected by a number of input information bits, much like the output 
of a discrete convolutional summation (see Section 1.3.4). 

Historically, convolutional codes were first introduced by Elias [5] in 
1954. Since the discovery of an efficient decoding algorithm in 1967 by A. J. 
Viterbi [6], which was demonstrated by J. Omura [7] in 1969 to be an ML 
decoding algorithm, the applications of convolutional codes with the Viterbi 
decoding algorithm have been almost indispensable channel coding schemes 
in modern communications systems, such as the IS-95 system. In this and the 
following sections, we introduce convolutional codes and the ways of 
specifying the codes in a tutorial manner, followed by the principles of the 
Viterbi algorithm. We then derive the classical performance measures for 
convolutional codes, which are union-bound error probability measures. The 
specific convolutional codes being used in the IS-95 system are then evaluated 
by the derived formulas. 

8.2.1 Convolutional Encoders 

In Chapter 5, we described an (n, k) block code generated by a matrix 
(generator matrix or parity check matrix) or polynomial (generator poly- 
nomial or parity check polynomial), where 

k = number of bits that form a block input to the 
block encoder (8.lOa) 

n = number of bits (or symbols) out of the encoder associated 
with the k-bit input block @.lob) 

a 
T = k/n = code rate (8. lOc) 

A convolutional code is described by the three integers n,  k, and K, where 

k = number of bits being shifted into the encoder at one time (8.11a) 

1 The "add 8-bit encoder tail" operation shown in the block diagram in Figure 8.1 is 
to supply eight bits, all zeros, for the clearing (flushing) job. More is said on this 
later. 
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n = number of encoder output symbols corresponding to the 
k information bits shifted into the encoder (8.llb) 

n r = k l n  = code rate (same as block code) (8.11~) 

K = parameter known as the constraint length, which equals the 
number of k-tuple stages in the encoder shift register (8.11d) 

The encoder shift register consists of K k-bit stages and n output generators, 
as shown in Figure 8.5. On closer observation of the encoder diagram in 
Figure 8.5, we see that the first register is unnecessary, and therefore the 
required number of shift register stages is Kk  - 1 rather K k  stages, and the 
elimination of the first stage is illustrated in Figure 8.6. 

As evidenced in the encoder diagrams of Figures 8.5 and 8.6, the n-tuple 
"branch" word2 depends not only on the k-tuple being shifted in, but also on 
the K - 1 k-tuples that have been previously shifted in. Thus, we say that 
convolutional encoders have "memory." The n coded symbols are produced 

Kk-stage shift register 
4 w 

Shift in k information 
bits at a time 

U 

n modulo-2 
adders for 
n output 
branch word 

Encoded branch 
word to channel 

Figure 8.5 Convolutional encoder of rate k/n with constraint length K: U = 
(ul, uz, . . . , ui, . . . ) is the input sequence shifted into the encoder Ic bits at a time, and for 
each k bits shifted in, an n-symbol (n-digit) "branch" word V = (vl, vz, . . . , v,) is generated 
at the encoder output. 

It is made clear shortly as to why the n-tuple is called a "branch" word. 
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(Kk-1)-stage shift register - 7 

Shift in k information 
bits at a time 

n modulo-2 
adders for 
n output 
branch word 

Encoded branch 
word to channel 

Figure 8.6 Convolutional encoder of rate kln with constraint length K ,  using (Kk - 1)-stage 
shift register: U = (ul, uz, . . . , ui, . . . ) is the input sequence shifted into the encoder k bits 
at a time, and for each k bits shifted in, an n-symbol (n-digit) "branch" word 
V = (q, v2, . . . , v,) is generated at the encoder output. 

for each k-tuple message bits being shifted in, and, hence, the rate is r = kln; 
that is, k bits in and n bits out during the same time interval. Figure 8.7 
shows two identical convolutional encoders of rate 112 and constraint length 
3. Note that k = 1 and, thus, only one bit is shifted into the encoder at a 
time. Clearly the encoders shown in the top and bottom parts of the figure 
are equivalent. These encoders produce two (n = 2) coded symbols (2- 
symbol branch word) for every single (k = 1) input bit shifted into the linear 
feedforward shift register and thus they are rate 112 constraint length K = 3 
convolutional encoders. Here the constraint length K = 3 is exactly equal to 
the number of encoding shifts that affect the output branch word. In this 
sense, the constraint length is directly related to the memory span of the 
input bits with respect to a given output branch word. 

Let us represent the input information bit sequence by the vector U: 

and the encoder output branch word n-tuple corresponding to the input bit 
ui by 

K = (%I, U i 2 ,  vin) (8.12b) 
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Output 
lnput bits branch word 

Shifted in 1 bit 
at a time 

u = ( u l ,  242 ,..., ui ,...) v i  = ( v i l ,  vi2) 

Output 
lnput bits branch word 

Shifted in 1 bit 

Vi2 
u = (241, 242 ,..., ui ,...) v i  = ( v i l ,  vi2) 

Figure 8.7 Rate & convolutional encoders with constraint length K = 3. The (a) and (b) are 
identical encoders. 

The term "constraint length K encoder" simply means that, if v is formed 
when the input ui is shifted into the encoder, every component of the n-tuple 
word v is affected by K bits of the information sequence-ui-~+~, . . . , ui-1, 
ui-and each component of is affected differently, depending on the 
encoder connections between the shift registers and the particular modulo-2 
adder that forms the branch word component. 

There are several ways of representing convolutional encoders, and each 
has its own merit in describing the properties and characteristics of convo- 
lutional codes. Some of the methods for representing convolutional codes are 
(1) encoder connection vectors, (2) encoder impulse response, (3) polynomial 
representations, and (4) state representations. We illustrate each with ex- 
amples. 

I 
8.2.2 Encoder Connection Vector Representation 

Consider Figure 8.8, which shows a convolutional encoder of rate l / n  and 
constraint length K. Define a K-tuple connection vector Gj:  
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Input 

Information bits 

1 1  2 - - - - - - - -  1 .  - - - - - - - -  

%- Encoded branch 
I word to channel 

Figure 8.8 Rate l ln  convolutional encoder with constraint length K (the first stage can be 
removed and only K - 1 shift register stages are needed). 

Gj = (9j1,9jz,...,9jl,..., 9 j ~ ) ,  j=  1,2 , . . .  , n (8.13a) 
where 

( 0, if the jth modulo-:! adder is 

9j14 { not connected to the lth stage 
of the encoder register 

( 1, if connection is made between j and 1 

The connection vector is a K-tuple vector, where K is the number of shift 
register stages, and there are n connection vectors, where n is the number of 
modulo-:! adders. It is very easy to draw an encoder diagram by looking at 
the connection vectors with a specification of the code rate T = kln.  The 
connection vectors are nothing but notations that indicate the way each 
modulo-2 adder is connected to the K k  shift register stages. Therefore, we 
can also use octal notation for the K-tuple connection vectors as illustrated in 
the following example. 

Example 8.1 Draw the convolutional encoder of rate and constraint length 
3, represented by the connection vectors 

GI = (1 0 0) -t 4 in octal notation 
Gz = (1 0 1) + 5 in octal notation 
GI = (1 1 1) -, 7 in octal notation 
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Now, GI indicates that modulo-2 adder #1 is connected to the first stage, and 
Gz indicates that modulo-2 adder #2 is connected to the first and third states, 
while G3 implies that the third modulo-2 adder is connected to all three stages 
as shown in Figure 8.9. 

Example 8.2 Draw the convolutional encoders for rate ?j with constraint 
length 2 specified by the connection vectors GI = (1 0 1 I),  G2 = (1 1 0  I ) ,  
and G3 = (1 0 10).  The encoders are shown in Figure 8.10. 

8.2.3 Encoder Impulse Response Representation 

When we discussed linear filters and convolutional integrals in Chapter I, the 
idea that we exploited there was the principle of superposition in predicting 
the output of the linearfilter by knowing the impulse response of the filter. 
Here, we are going to apply the same principle by looking at the convolu- 
tional encoder as a linear system. Given a convolutional encoder, the output 
sequence for the input 1, namely (1 0 0 O...), is the impulse response of the 

d 

encoder as the input 1 moves along the K stages of the encoder; that is, as 

Input 
bits 

2 3  
I I output 

1 -  "T- 
i 

L I 

(a) Encoder with three stages. 

(b) Encoder with two stages. 

Figure 8.9 Convolutional encoder of rate with constraint length 3, specified by the 

connection vectors GI = (1 0 0), G2 = (1 0 I), and Gg = (1 1 1). The (a) and (b) are the 
same encoder. 
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lnput 
bits 

b 

(b) Encoder with three stages. 

(a) Encoder with four stages. 

Figure 8.10 Convolutional coders of rate $ and constraint length 2 (two bits are shifted into 
the encoder a t  a time). 

the K-tuple shift register vectors take the form given in (8.15a). 

1 
Output 

3- 3 

lnput 

K-stage loading vectors Response 

P 

bits 

K-clock pulse period . { o o l o - - o o  

-' 

It is clear that, if the input data sequence is a K-tuple vector Ul = (1 0 0. .0), 
then the response of the convolutional encoder is the branch word fl = (vll, 
~ 1 2 , .  . . ,vln), and if the input sequence is U12 = (1 1 0  O-..O), then the encoded 
sequence is the sum of the response to (1 0 0 0. - -0) and (0 1 0 0.. .O), that is: 



Convolutional Codes and Their Use in IS-95 855  

This is the superposition principle that was employed in deriving the con- 
volution integral and convolution summation for the cases of continuous and 
discrete time systems, respectively. Let us consider the convolutional encoder 
of Figure 8.9, which is a rate encoder with constraint length 3. The details 
of the three-stage loading veciors and the corresponding branch outputs are 
shown in Table 8.1. Note that the first modulo-2 summer is connected only 
to the first stage, the second modulo-2 summer to the first and the third 
stages, and the third summer to all stages of the shift register. If we denote by 
xi the content of the ith stage of the K-stage shift register, then the details of 
the encoder's loading vectors and the corresponding branch words are given 
as indicated in Table 8.1. The impulse response of this encoder is then given 

by 
~ , v 2 , v 3 = 1 1 1 , 0 0 1 , 0 1 1  (8.15~) 

It is clear that, once we have the impulse response of the convolutional 
encoder as shown in Table 8.1, we can predict the encoded symbol sequence 
corresponding to any combination of input information bits as a super- 
position of the responses of the corresponding impulse responses. 

Example 8.3 Let the input data sequence for the rate !j encoder of Figure 8.9 
be (1 1  1 0  1) .  Note that the encoder's span is three bits (constraint length 3) 
and that the input sequence can be looked on as being composed of sequential 
impulses, as shown in Table 8.2. In that table, we use the notation Xl ( t j )  to 
denote the sequence X l ( t j )  = (1  0  0) occurring at time t j  and C' to denote 
the modulo-2 sum of the sequences { X l ( t j ) ,  j = l , 2 ,  .. .). Using the 
superposition principle, we can write down the encoded sequence corre- 
sponding to the input data sequence ( 1  1  1 0  1 )  as shown in Table 8.3. 

Table 8.1 Impulse response of the convolutional encoder of Figure 8.9 

Three-stage Corresponding branch words 
loading vectors 

Vector I Contents 
V;: = (vil , vi27 vi3) 

Branch I vil = ( vi2 = I vi3 = 
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Table 8.2 Decomposition of the data sequence as a sum of impulses 

Input sequence = XI Xl (ti) = 1 1 1 0  1 
i=l 

Table 8.3 Prediction of encoded sequence by means of the impulse response of the encoder 

ti I Input 
Input sequence to be encoded: 1 1 1 0  1 

Input vector 
x1 (tl) 
x1 (t2) 
x1 (t3) 
xl (t4) 
xl (t5) 

0 (tail bits) 
5 

Output response 
V,(t1) = 1 1 1 0 0 1 0 1 1  

This suggests that a generator matrix G can be constructed from Table 8.3 as 
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The codeword corresponding to any input sequence U may be found by 
multiplying the input message vector by G ,  that is: 

Encoded sequence = U G (8.15e) 

where the operations are in modulo-2 arithmetic. We note that each row of 
the generator matrix G is identical to the preceding row but shifted n = 3 
places to the right. Unlike block codes, convolutional codes do not have the 
information sequence in block form; that is, the codewords may have infinite 
length. The generator matrix shown in (8.15d) is a semi-infinite matrix. The 
encoded output sequence given in Table 8.3 can also be obtained based on the 
multiplication of (8.15e): 

Encoded sequence = U G 

which was obtained by adding the first, second, third, and fifth rows of the 
generator matrix G as dictated by the input sequence vector. Note that the 
encoded sequence in (8.150 is identical to that in Table 8.3, as it should be. 

In the discrete time system discussed in Section 1.3.4, we expressed the 
convolution summation as 

n 

y(n) = C h(k) x(n - k) (8.15d 
k=O 



858 COMA Systems Engineering Handbook 

where h(k) is the impulse response and x(k) is the input. The name convolu- 
tional encoder is adapted from the application of the superposition principle in 
deriving the encoded sequence, much the same way as the convolution 
principle. Originally convolutional codes were called recuwent codes [5]. 

8.2.4 Polynomial Representation of the Encoder 

We can also represent a convolutional encoder with a set of n generator 
polynomials, one for each of the n modulo-2 adders. This method is closely 
related to that of the encoder connection vector representation, in that we 
simply write a polynomial Gj(x) based on the K-tuple encoder connection 
vector Gj: 

This relationship is depicted in Figure 8.11, where we use the same encoder 
that we considered in Figure 8.9. In this method of representation, the 
message sequence is also represented as a message polynomial U(x) based on 
the sequence vector U = (ul, 242, . . . ), that is: 

bits 
b + X I - - +  x2 

G1=( lOO)  + G l ( x ) = l  

G2 = (1 0 1) + G2(x) = 1 + x 2 

G 3 =  (111)  + G 3 ( x ) = 1 + x + x 2  

Figure 8.1 1 Polynomial representation of a convolutional encoder. 
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Example 8.4 Consider the message sequence U = (1 1 1 0  1). Then 

The encoded sequence polynomial is obtained by collecting the coefficients of 
the like power terms of the products U (x)Gi(x), i = 1,2, . . . , n, and then the 
resultant coefficients are shown as the coded branch words in sequence. Let 
us explain this by the example of the encoder shown in Figure 8.11, where 

Now, by multiplying the message polynomial U(x) by each connection 
polynomial Gi (x), i = l ,2 ,3 ,  we have 

When we collect the coefficients of the like power terms of the polynomials 
{U(x)Gi(x)) and represent them as column vector form as shown below, the 
column vector of the coefficient of xi represents the encoded branch word: 

1 From (8.16g) we have the entire coded sequence of the rate 3 ,  

convolutional encoder to be 

which is identical to the sequence shown in Table 8.3, which was obtained on 
the basis of the impulse response representation of the encoder. The coded 
sequence of (8.16h) can be represented as a polynomial as follows: Because, 
from (8.16g), the output polynomials are 
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the encoded sequence can be represented as the polynomial 

In (8.16i) the x is looked on as a delay element. The example we consider 
here specifies that 

The codeword, expressed as a polynomial, then becomes 

which gives the sequence as shown in (8.16h). 

8.2.5 State Representation of the Encoder 

There is another way of characterizing the convolutional encoder, by which 
the coded sequence can be specified very effectively, which we discuss here as 
the state representation method. Let us again consider the encoder illustrated 
in Figure 8.9, using the circuit of pan (b) of that figure, redrawn below in 
Figure 8.12. 

The idea we exploit here is that if we know the state at the current 
clock pulse, we can always specify the encoded branch word when a new 
information bit is shifted into the encoder at the next clock pulse, at which 
time a new state is formed. Let us note the encoder under discussion in terms 
of the connection vector representation: 
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Now suppose that the state is (00). If the input bit is O at the next clock 
pulse, the next state is (0 0) again; that is, (00) + (00). If, on the other hand, 
the next information bit is 1, the new state is (lo), and the state transition is 
(0 0) + (1 0). Thus, according to the connection vectors3 specified in (8.17), 
as the state transition if from (00) to (0 0) and from (0 0) to (1 O),  the 
corresponding encoded branch words are (0 O 0) and (I 1 I) ,  respectively. 

Now suppose we are at state (1 0). Then, the next possible state is (0 1) 
or (1 I),  depending upon the information bit being either a 0 or 1, 
respectively. The corresponding encoded branch word is, according to the 
encoding rules of (8.17), either (0 0 1) or (1 1 O), respectively. This encoding 
process using the state representation of the encoder shown in Figure 8.12 is 
depicted in Figure 8.13, along with the encoder and the connection vectors. 

Example 8.5 Again let us look at the encoded sequence corresponding to the 
input information sequence (1 1 1 0  1) for the rate !j, K = 3 encoder. Starting 
from the state a = (00) in Figure 8.13, we can write down the encoded 
branch words corresponding to the state transitions as shown in Table 8.4. 

The contents of these stages define the state 

Input \ 
bits $ 

I I 
2 

b 

I I 

Output 

Branch 
word 

Figure 8.12 Rate 4 constraint length 3 convolutional encoder. The contents of the last K - 1 
stages are defined as the state of the encoder. 

3 We are just using the connection vector representation here purely for convenience 
in lieu of directly observing the encoder circuit of Figure 8.12. 
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- input bit 0 
- - - - - input bit 1 a 000 

\ - Coded branch 

Figure 8.13 Encoder and state transition diagrams for the rate i, K = 3 encoder. 

Table 8.4 Illustration of the use of the encoder state encoder state diagram of Figure 8.13 

Input I 1 + 1 + 1 + 0 + 1 + 0 + 0  
States100 + 10 + 11 + 11 + 01 + 10 + 01 + 00 

Example 8.6 Draw the state diagram for the convolutional encoder shown in 
Figure 8.14. Note that this is an example of rate kin, where k = 2. Informa- 
tion bits to be encoded are shifted into the encoder two bits at a time. The 
two stages in the right side of the shift register constitute the current state and 
the n e w  state is the incoming two information bits that are shifted into the 
two stages on the left side of the shift register. If the current state is assumed 
to be a = (00)) there are four different states to which the current state can 
move to, depending on the information bit pair patterns, namely (00)) (01)) 
(10)) and (11). In fact, there are always these four state transition 
possibilities, no matter what the current state is. This situation is depicted in 
Figure 8.15 as a solution to this example. 

Brch. 
wds. 

a + b + d + d + c + b + c + a  

1 1 1 1 4 1 1 
111 110 101 010 100 001 011 
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-w 

Figure 8.14 Rate $, K = 2 encoder. 

Input new 
state 

Current 
state 

Figure 8.15 State diagram for the encoder of Figure 8.14. 
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8.2.6 Tree Diagram for a Convolutional Encoder 

The state representation of the convolutional encoder is completely capable 
of specifying the encoding process. However, the state diagram itself does not 
provide a time history of the encoding process. The tree diagram, presented 
here, provides a time history of the encoding processing in addition to 
representation of states and state transitions. 

Example 8.7 Consider the T = i, K = 3 encoder with state diagram shown 
in Figure 8.16. Figure 8.17 is a tree diagram for this encoder. Assume that 
the state a = (00) is the starting state. If the input is 0, a state transition takes 
place from a to a ,  and if the input bit is 1, the state transition is from a to b, 
where b = (10). The tree diagram shows these two state transitions that 
could occur at time t = tl. When the input bit is 0, the branch word 00 is 
shown on the upper side of the tree, whereas when information bit is 1, the 
branch word is always shown on the lower side of the tree, with respect to 
the starting state position. At t = t2, the four possible state transitions, two 
from the state a and two from the state b, are shown with the respective 
branch word and the new state, and this process repeats along the tree as time 
progresses to t = ts, t = t4,. . . , and so on. Note that with the tree diagram 
we can always specify the encoded sequence corresponding to an information 
bit stream. For example, Table 8.5 shows the coded sequences corresponding 
to the input information sequences shown on the left side, for the encoder of 
Figure 8.16. The coded sequences are the traces of the code tree branches as 
dictated by the input sequence pattern. 

n 

input bit 0 
- - - - - input bit 1 

Input "1 

bits 
I 

b 

Branch word O 1 " ? d l  

Figure 8.16 Encoder and state diagram for r = $, K = 3 convolutional code. 



Convolutional Codes and Their Use in IS-95 865 

~~, - - 

Branch word I b, 11 
a, 00 

1 

Time: 

Figure 8.17 Tree diagram for the rate $, K = 3 convolutional encoder shown in Figure 8.16. 

Table 8.5 Example of code tree-traced coded sequence for the encoder of Figure 8.16 

We have been using the term, coded "branch" word, and the basis for the use 
of this term is tree branch notion of representing the n-symbol coded 
sequences corresponding to the k input information bits. Thus, in a convolu- 
tional code, the code rate r = k / n  relates the number of information bits 

Input sequence 
1 1 0 1 1 . . . +  

Coded sequence 
1 1 0 1 0 1 0 0 0 1 ~ - ~  
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shifted into the encoder at one time to the number of symbols in the resulting 
output branch sequence. Although the code rate has the same form for both 
block codes and convolutional codes, the meaning is different for the two 
coding schemes. While n is the block length in a block code, it does not 
characterize a block length in a convolutional code, for which n is equal to 
the number of modulo3 adders, which is in turn equal to the number of 
symbols in each branch word. 

Now, returning to the subject of tree diagrams, if we are to use it to 
trace the coded sequence corresponding to an information sequence of length 
L bits, we have to show 2L branches. The number of branches grows expo- 
nentially, and, hence, the tree approach must be avoided. Recognizing this 
difficulty, Viterbi [8] introduced a new diagram called the trellis diugram. 

8.2.7 Trellis Diagram for a Convolutional Encoder 

When we observe the tree diagram of Figure 8.17, we note that the tree 
structure repeats itself after K = 3 branches. This is a significant point to be 
observed in that some branch word sequences corresponding to state transi- 
tions, say a b c a or c a b c,  are periodic. In the example of the tree diagram 
shown in Figure 8.17, the branch repetition after the third branch is due to 
the fact that the first bit that entered the encoder no longer influences the 
output sequence after it has dropped out of the last (third) stage of the 
encoder. An example of a trellis diagram, based on the same code as in Figure 
8.17, is shown in Figure 8.18. 

input 0 - - - - - - - - - -  input 1 

- . .  

*\ Steady state reached 

Figure 8.18 Trellis diagram for the rate i, K = 3 convolutional encoder of Figure 8.16. 
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Example 8.8 Consider the r = i, K = 3 convolutional encoder shown in 
Figure 8.19. Obtain (a) the connection vectors and code (connection) poly- 
nomials, (b) the state diagram, (c) the tree diagram, (d) the trellis diagram, and 
(e) the coded sequence for the information sequence 10101 10101. 

Solutions: 

(a) GI = (1 1 1) and G2 = (0 1 1) 

(b) The state diagram is shown in Figure 8.20. 

4 Branch 

T wd 

Figure 8.19 Rate 4, K = 3 convolutional encoder. 

Figure 8.20 State diagram for the rate i, K = 3 convolutional encoder of Figure 8.19. 
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(c) By observing the state diagram, one can trace the coded tree branches 
as shown in Figure 8.21. 

(d) The trellis diagram is shown in Figure 8.22. 

Figure 8.21 Tree diagram for the encoder of Figure 8.19. 

a, 00 

Branch word a 00 b, 10 

Figure 8.22 Trellis diagram for the encoder of Figure 8.1 9. 

State 
reached\ 

a, 00 

0 

c, 11 

d, 01 

a, 11 

b, 01 
b, 10 

t 
a 

4 
1 

a, 11 

b, 01 
d, 01 

c, 00 

d. 10 

Time: 11 12 13 14 

c, 00 

d. 10 

a, 00 

b, 10 
c, 11 

b, 10 

c, 11 
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(e) The coded sequence is to be obtained for the information sequence 

1 0 1 0 1 1 0 1 0 1 ~  
K - 1 = 2 zeros added to clear the register 

The coded sequence can be found from the encoder, connection 
vectors, state diagram, tree diagram, or trellis diagram, and it is given 

by 

1 0 1 1 0 1  1 1 0 1 0 1 0 0 0 1  1101 ,1111 ,  
V 

to be discarded 

Example 8.9 Consider the rate i, K = 4 convolutional encoder shown in 
Figure 8.23. Obtain (a) the connection vectors and code polynomials, (b) the 
state diagram, (c) the trellis diagram, and (d) the coded sequence for the infor- 
mation sequence 1 0  1 0  1 1 0  1 0  1. 

Solutions: 

(a) The connection vectors are GI = (1 11 1) and G2 = (1 101). The 
code (connection) polynomials are Gl (x) = 1 + x + x2 + x3 and 
Gz(z) = 1 + x + x3. 

(b) As seen from the encoder shift register circuit, there are eight encoder 
states, which are given as 3-tuples of binary bits as follows: 

The transitions between encoder states are shown in the state diagram 
of Figure 8.24. 

(c) Because K = 4, there are 2K-1 = 23 = 8 nodes, the same number as 
the number of states. The trellis diagram is shown in Figure 8.25. 

(d) The coded sequence for the information sequence 1 0  1 0  1 1 0  1 0  1 can 
be written by tracing the state diagram in the order indicated. Thus, 
the coded sequence is 

1 1 1 1 0 1 0 0 0 1 1 1 0 1 1 0 0 0 0 1  
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Branch 

F 
Input 

Figure 8.23 Rate i, K = 4 convolutional encoder. 

bits 
b 

Figure 8.24 State diagram for the T = i, K = 4 encoder of Figure 8.23. 

.--) + + 
0 
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Figure 
GI = 

8.25 Trellis diagram for the r = $, K = 4 convolutional code defined by 
(1111) and Gz = (1101). 

8.3 Maximum Likelihood Decoding of Convolutional Codes 

8.3.1 Minimum Hamming Distance Decoding Rule 

Maximum likelihood decoding involves searching the entire code space for 
the codeword which most closely resembles the received sequence. As we dis- 
cussed in Chapter 7, the maximum likelihood decision rule is equivalent to 
the maximum correlation decision rule, as well as to the minimum distance 
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rule for the white Gaussian noise channel. In what follows, we show, for the 
binary symmetric channel, that the codeword most closely resembling the 
received sequence is the one that gives the minimum distance in the metric of 
Hamming distance. Viterbi [8] developed an algorithm that uses the re- 
petitive structure of the trellis to reduce the number of computations required 
to search the code space. The algorithm, known as the Viterbi algorithm, has 
been shown to be a maximum likelihood decoder for convolutional codes [6]. 

Let the length of the information sequence to be encoded be L bits. An 
encoder tail of K - 1 zeros (tail bits) is appended to the end of the 
information sequence to ensure that the encoder terminates in the all-zero 

n state. The encoded codeword is N = n(L + K - 1) symbols in length. Each 
of the 2L codewords is represented by a unique path through the trellis. 
Now, let the information sequence U be represented as 

and the coded sequence V  to be transmitted as 

Then the received sequence R, represented as 

is given by R = V + n  (8.18d) 

where n  = (nl,  n2, ... , n ~ )  (8.18e) 

is the independent, AWGN vector that disturbs the transmitted vector 
codeword. We then have a coded communications system where one of M 
equally likely messages {mi, i = 0,1, .  . . , 2L - 1) is transmitted over an 
AWGN channel by means of codewords {v, i = 0,1,.  . . , 2L - 1). This is 
exactly the model we discussed in Section 7.1.2. The components of the 
independent noise vector n  have the pdf given by 
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With these assumptions, we now review the maximum likelihood decoding 
rule, which we discussed in Chapter 7, in the context of a coded system to 
derive the suficient condition that satisfies the requirement of the maximum 
likelihood decision rule. 

Let m = mi (i.e., codeword K is transmitted), and the received 
sequence is R. Then, the likelihood function of R given V = is the con- 
ditional probability 

Then the MAP decision rule states that 

fii = mk iff P(Vk I R) = max{P(K I R ) )  
i 

+ max { P ( R  I K)} 
2 

which is the maximum likelihood decision rule, as expected. Let us digress 
for a moment and review the probability measures associated with the binary 
symmetric channel (BSC). 

Binary symmetric channel. On the BSC, the probability that the channel 
causes a bit transition to its complement (bit error) is given by p 5 i, and the 
probability that the channel does not cause such a bit transition is then given 
by 1 - p. This concept is depicted in Figure 8.26. When the coded symbols 
in a codeword K = (vi l ,  viz, . . . , viN) is subjected to the BSC, it is a case of 
N independent, repeated Bernoulli trials (see Example 1.17 in Section 1 S.3). 
Thus, the probability that k errors will occur in some combination in a block 
of N symbols transmitted over the BSC is given by 

The probability that k or more errors (at least k errors) will occur is given by 
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Figure 8.26 BSC model. 

Define di to be the Hamming distance between the received sequence R and 
the codeword sequence K ,  that is: 

di = Hamming distance between R and V; 

4 D ( R ,  K )  (8.20~) 

Then, on the BSC, the likelihood function can be expressed in terms of di as 

P ( R  I K) = Pr{R differs from K in di symbol positions) 

= Pr{R is received in error in di symbol positions) 
N-d, 

= pdl (1 - p) (8.20d) 

Let us now return to the subject of the maximum likelihood decision rule, 
given in (8.19b): 

Maximum likelihood decision rule: 

Because the logarithm is a monotonically increasing function of its argument, 
we can take the logarithm of both sides of (8.20e) to obtain 

maxilog P(R I K)} = max{log [pd'(l - p) 
i i "T I 

= max{di log p + (N - di) log(1 - p)) 
i 
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Because p < i, the quantity (1 - p)/p is always greater than unity, and 
n p = log[(l - p)/p] is always ~ositive. Similarly, if we define y to be the 

n index-independent term Nlog(l - p), that is, y = Nlog(1 - p), we have the 
maximum likelihood decoding rule that says 

A 

V = Vk iff log P(R I Vk) = ma{-pdi + 7) 
i 

or P = V, iff dk = min{di) 
i 

(8.2%) 

This result is to the effect that the maximum likelihood decision rule on the 
BSC is the minimum Hamming distance decoding rule. In Chapter 7, we inter- 
preted the maximum likelihood decision rule as the minimum metric distance 
decision rule.4 In a later section of this chapter, we have occasion to evaluate 
coded system ~erformance on both the Gaussian metric channel and 
Hamming's BSC. 

8.3.2 Viterbi Decoding Algorithm 

The Viterbi algorithm was discovered in 1967 by A. J. Viterbi [6], and it was 
proved in the well-known paper by J. K. Omura in 1969 [7] that the Viterbi 
algorithm is indeed a maximum likelihood decoding rule. The essence of the 
algorithm is the comparison between the received sequence at time t = ti and 
all the trellis paths arriving at the same state at t = ti. When two paths enter 
the same state at t = t i ,  the one having the maximum correlation (best metric) 
or minimum distance is chosen, and the chosen path is called the surviving 
path. The decoding process continues in this way deep into the trellis. 

Example 8.10 Let us explain the principles involved in the algorithm with an 
example using the rate i, K = 3 encoder shown previously in Figure 8.16. 
The state diagram and trellis for this encoder are reproduced here in Figure 
8.27. Suppose that the input sequence is 

4 This criterion is also equivalent to the maximum correlation (best metric) decision 
rule. 
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Figure 8.27 State diagram and trellis for the rate i, K = 3 convolutional encoder specified by 
GI = (111) and G2 = (101). 

Then the transmitted vector sequence (codeword) is given by 

We now assume that the received sequence is given by 

With these assumptions on the code vectors, we redraw the trellis along with 
the input sequence, transmitted sequence, and the received sequence, as 
shown in Figure 8.28. For each branch, the trellis diagram in Figure 8.28 
shows the branch metric, given in Hamming distance between the branch 
word and the symbols of the received sequence R that were received during 
the branch interval. For example, the first two received symbols are 11, 
which have Hamming distances 2 and 0, respectively, from the branch words 
corresponding to the state transitions a + a and a -t b. Note that the trellis 
steady state is reached at time t = t4, and it is known that the initial state of 
the encoder was a = (00). If any two paths merge at a single-state node, one 
of them always survives on the basis of the minimum Hamming distance 
decision rule and the other path is eliminated. At each time t = ti there are 
zK-l state nodes in the trellis, where K is the constraint length of the 
encoder. We observe the the decoding process as follows: 
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Input 1 0 1 0 1 1 
U 

Transmitted I I 10 0 0 10 00 01 
v 

Received 11 10 10 10 00 01 
R 

Branch metric: Hamming distance D(R, V) for the branch 

States 
a = 00 

b =  10 

c =  01 

d =  11 
\ Steady state reached 

Figure 8.28 Trellis with branch metric given by Hamming distance based on the received vector 
R = (11 10 10 10 00 01) for the encoder of Figure 8.27 (r = i, K = 3). 

(1) The surviving paths at each state at time t = t4 are shown in Figure 
8.29. Each path shown in this figure is the shorter of two possible 
paths in terms of Hamming distance. The surviving path at the state 
a at t = t4 is the path that traversed the states a -+ b -t c -+ a with 
total Hamming distance 0 + 0 + 1 = I, which was selected over the 
path that traversed the states a -+ a -t a -+ a with a total Hamming 
distance 2 + 1 + 1 = 4. At the state b (second node) at t = t4, the 
survivor path a -+ b -+ c -+ b has Hamming distance 1; the defeated 
path a -+ a -+ a -t b had distance 4. Note that the first input bit 
decision is still not made even at this delay, because there is more than 
one node at t = tz in a surviving path. 

(2) At time t = ts, the surviving path at each state is shown in Figure 
8.30 along with the Hamming distances for each transition. Note that 
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Figure 8.29 Surviving paths at time t = t4. 

Figure 8.30 Surviving paths at time t = t5.  

for the first time, there is an input bit decision of 1 because all 
surviving paths have a + b (dotted line) as their first transition. It 
took a delay of five time units to make the first bit decision. This 
phenomenon is the decoding delay, and in a typical decoding process 
implementation, a decoding delay can be several times the constraint 
length, not to mention delays depending on algorithm efficiency. 
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(3) At time t = t6, the surviving paths are as shown in Figure 8.31. In 
this particular example, the surviving path decisions at the nodes c 
and d were carried out on the basis of coin flipping, because the 
Hamming distances were identical between the contending pairs of 
paths at both states. 

(4) At time t = t 7 ,  the same processes were carried out, resulting in the 
surviving paths as shown in Figure 8.32. At this time, however, the 

Figure 8.31 Surviving paths at time t = t6. 

States t l  
a = 00 0. 

Figure 8.32 Surviving paths a t  time t = t7. 
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second information bit decision is made to be 0, as seen in the figure 
from the fact that there is only one surviving transition in the second 
time interval. Note that the correct decision is made in view of the 
fact that the first two input bits that were encoded by the encoder 
were 10, as shown previouly in Figure 8.28. 

We see from the example that the Viterbi algorithm requires storage of the 
minimum distance path at each node as well as its path metric, the minimum 
distance of the path from the received sequence. Furthermore, comparisons 
are made at each step between the two paths that lead into each state (node), 
thereby requiring four comparisons for the example. To truncate the 
algorithm and decide on one path rather than four (or 2K-1 paths in general), 
one appends K - 1 = 2 zeros (tail bits) to the encoder input, thereby forcing 
the final state to be a = (00). Consequently, the ultimate survivor is the 
survivor path terminating at node a. The final two 00 bits into the encoder 
force each state node to merge with a as follows: 

Let us consider this truncation process with the present example. We append 
the two dummy zeros at the end of the input data sequence to have 

u = ( l  0 1 0  1 1  0 0 ) - 
dummy tad bits 

The encoder trellis diagram with the forcing of the states to converge to a is 
shown in Figure 8.33. The encoder input and output sequences, the received 
sequence, and trellis with branch metrics are shown in Figure 8.34 when the 
tail bits are used. 

Note that the final state a is reached at time t = tg. Before reaching this 
time, as indicated in Figure 8.32, "battles" must be waged at the state nodes to 
determine the surviving paths at time t = t8 to present the final two paths at 
the final node a at t = tg. 

Figure 8.35 shows the survivors at nodes a and c at time t = t8, as well 
as their transitions to node a at time t = t9, and the corresponding path 
metrics. The final selection at node a is clearly the lower path, and, hence, 
the decision (decoding) is 1 0  1 0  1 1 0  0, which is identical to the original 
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input 0 - - - - - - - - - -  input 1 

Figure 8.33 Trellis diagram showing the converge of the states to state a. 

Input 1 0 1 0 1 1 0 0 
u 

Transmitted 11 10 00 10 00 0 1 01 11 
v 

Received 11 10 10 10 00 0 1 01 11 
R 

States 
a = 0 0  

Figure 8.34 Trellis with branch metric given by Hamming distance based on the received vector 
R = (11 10 10 10 00 01 01 11) for the encoder of Figure 8.27 (r = i, K = 31. 

uncoded sequence and tail bits. Note that the received sequence contained an 
error at the fifth symbol, but it was corrected in the process of decoding. We 
address the error-correcting capability of convolutional codes in a section to 
follow. 
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Figure 8.35 Path metric (accumulated Hamming distance) for the final two merging paths. 

8.3.3 Distance Properties of Convolutional Codes 

The convolutional codes, which are generated by linear shift registers, are 
group codes. Hence, the all-zero codeword is a codeword in any convolu- 
tional code. There is no loss in generality, therefore, in finding the minimum 
distance between the all-zero word and each codeword. If we assume that an 
all-zero input sequence is encoded and transmitted, an error occurs whenever 
the all-zero path does not survive. The minimum distance for making such 
an error can be found by examining every path from the state a = (00) to 
state a = (00). The paths of interest are those that start and end in the state a  
and do not return to state a anywhere in between. 

We discuss the distance properties of convolutional codes with an 
example for the encoder we considered in Figure 8.16 for the rate a, K = 3 
convolutional code. The trellis diagram for this encoder is shown in Figure 
8.36 showing the Hamming distance metrics compared with the all-zero path. 

Let us now consider all the paths that merge with the all-zero path for 
the first time. From Figure 8.36, it is seen that at times t4, t5, and ts, paths 
begin to merge with the all-zero ~ a t h .  It is seen that there is just one merging 

2 1 2  ~ a t h  over (t l ,  t4) with distance 5 from the all-zero path (a -+ b -+ c  -+ a). 
2 1 1  Also, there are two paths with distance 6: one over (t l ,  t5), a -+ b -+ d -+ 

2  2 1 0 1 2  
c - r  a,andtheother (t l ,  t s ) , a +  b +  c - r  b - r  c + a .  Now,forthepath 
with distance 5, the input bits over (tl, t4) are 1 0  0, and t h s  sequence differs 

I 
from the all-zero sequence 0 0 0 in just one position (one bit error), whereas 



Convolutional Codes and Their Use in IS-95 883 

States 

a = 00 

Figure 8.36 Trellis diagram with branches showing Hamming distance from the all-zero path. 

for the distance-6 paths, the input bits are 1 1 0 0 over (tl, t5)  and 1 0 1 0 0 
over (ti, ts). These input sequences differ in two positions (two bit errors) 
from the all-zero sequences 0 0 0 0 and 0 0 0 0 0, respectively. Thus, we find in 
this situation that we are dealing with a set of codewords in which the 
minimum distance in the set of all arbitrarily long paths that diverge and 
remerge is 5. 

From the theory of block codes, we know that the code with the 
minimum distance dmin can correct all t or less errors, where 

and 1yJ means the largest integer no greater than y. In the convolutional 
code, however, dmin is to be replaced by df ,  which is called the (minimum) 
f~ee distance, so that the error-correcting capability of a convolutional code is 

i 
In the example under discussion, this means that any two channel errors can 
be corrected because such two errors will cause the received sequence to be at 
distance 2 from the correct transmitted sequence, while it is at least distance 3 
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from any other possible codewords. The characterization of a given con- 
volutional code in terms of error-correcting capability appears to be based on 
the determination of the minimum free distance from the examination of the 
trellis diagram. Usually, a computer simulation method is used to find df for 
a convolutional code of large constraint length. Fortunately, an analytical 
method can be applied to obtain a closed-form expression whose expansion 
yields the free distance as well as all the distance information [8]. 

8.3.4 Transfer Functions of Convolutional Codes 

As we just stated above, we need to know not only the minimum free 
distance but also all possible distance properties of the convolutional code 
under consideration to assess the error-correcting capabilities of the code in an 
average statistical sense. In this section, we show that we can find the distance 
properties of a convolutional code from its state diagram analytically. 

Now consider the code characterized by the state diagram in Figure 
8.27, which is the same encoder we discussed in the previous section. We 
redraw the state diagram by replacing every branch word with Dj, where j is 
the weight of the branch sequence. Because in this particular case, the branch 
words are two-symbol sequences, j is either 0, 1, or 2. This is shown in 
Figure 8.37. We then split open the node a = (00) and display the result as 
shown in Figure 8.38. Because the node is split into two ends, we label one as 
the input state a and the other as the output state e = (00). This is entirely 
consistent with the actual process of decoding the convolutional code, because 
the final survivor path is determined at the node a. The self-loop at the node 
a does not contribute any weight because it corresponds to an all-zero branch 
word. 

In the previous section, we examined the trellis diagram in Figure 8.36 
and observed that there is just one path over the time interval (tl, t4 ) ,  
corresponding to a node level 4, that had an accumulated Hamming distance 
5. That path was a -+ b -+ c + a. If we trace this same path in Figure 8.38, 
we have the total factor D~ . Dl . D~ = D5, and this indicates that the path 
a + b -t c -t a is at distance 5 from the correct all-zeros path. The paths 
a + b + d -+ c -+ a and a + b + c + b + c -+ a correspond to the 
factors D2 Dl Dl . D2 = D6 and D2 - Dl . Do. Dl - D 2  = D6, respectively. 
This observation, concerning tracing the branches from the state a at time 
t = tl to the state a at time t = t j  (or node level 31, using the modified and 
relabeled state diagram of Figure 8.38, suggests that we can find all the paths 
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Figure 8.37 State diagram of the convolutional encoder of Figure 8.16 with branch words 
replaced with Dj, where j is the weight of the branch sequence. 

D* 

Represents Represents 
input 

Figure 8.38 State diagram of Figure 8.37 split open at the node a = (00). 

merging with the all-zeros path at the node level j or time interval (tl, t j )  by 
solving for the generating function or transfer function of the state diagram 
shown in Figure 8.38. 

The generating function can be found by solving the following 
simultaneous state equations: 
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where we use the state notations Za, Zb, Z,, Zd, and Ze to denote the sum of 
the products of all paths starting from state a = (00) and ending at state b, c, 
d, and e, respectively. The generating function or transfer function, denoted 
T(D),  is defined as 

T(D) 4 Ze/Za (8.24b) 

By solving the simultaneous equations in (8.24a), we obtain the result, 

The transfer function expanded in an infinite series form reveals the informa- 
tion we sought. The first term D5 reveals that there is just one (coefficient of 
D5 is 1) path with free distance 5, there are two paths with distance 6 ,  and, in 
general, there are 2' paths with distance 1 + 5. The first term (the term with 
the lowest exponent) is the minimum free distance of the convolutional code. 

The result in (8.24~) is valid for an infinitely long code sequence. To 
truncate the series at some point, say, at the jth node level, we need to solve 

DLN 

Figure 8.39 State diagram with branches labeled with Hamming weight D, length L, and N 
for branches caused by an input data 1. 
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for the transfer function for the modified state diagram of Figure 8.38, further 
modified as shown in Figure 8.39, in which we put the factor L  on each 
branch as well as the factor N on those branches caused by the input data bit 
value 1. This is an efficient way of accounting for the length of a given path 
by means of the exponent of the L factor, because the exponent will increase 
by one every time a branch is traversed. Likewise, the exponent of the N 
term, which is included in the branch factor if that branch is caused by the 
input data 1 (dotted line branch in the original state diagram), delivers 
information on the number of bits in error in comparison with the all-zero 
data input data sequence. By forming simultaneous equations similar to those 
shown in (8.24a) for the state diagram of Figure 8.39, we have 

The transfer function T ( D ,  L, N) in this case is found to be 

Let us observe the implications of (8.25b): 

(1) There is one path of free distance 5, which differs in one input bit 
position from the all-zeros path and has length 3; 

(2) There are two paths of distance 6, one having length 4 and the other 
having length 5, and both differ in two input bits from the all-zeros 
path; 

(3) If we are interested in the jth node level, we consider all terms up to 
and including the jth power (Lj) term. 

With the determination of these properties of all paths, we can now evaluate 
error probabilities of the convolutional codes, which we consider in Section 
8.4. 
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8.3.4.1 Systematic and Nonsystematic Convolutional Codes 

A systematic convolutional code is one for which one of symbols of the 
branch word is just the data bit generating the branch word. An example of a 
systematic convolutional code is the one generated by the encoders shown in 
Figures 8.12 and 8.40. 

We recall from the discussions on block codes in Chapter 7 that there is 
no difference between the systematic block code and nonsystematic block 
code from the performance standpoint. For convolutional codes, however, 
systematic codes and nonsystematic codes perform differently, in that their 
minimum free distances are different in general for the same constraint length 
[3,81. 

8.3.4.2 Catastrophic Error Propagation in Convolutional Codes 

A catastrophic error is an event in which a finite number of channel symbol 
errors cause an infinite number of data bit errors to be decoded. A necessary 
and sufficient condition for a rate 1/71 convolutional code to produce a 
catastrophic error is that all the code polynomials Gi (x), i = 1,2, . . . , n have 
a common factor [8]. For example, consider the encoder shown in Figure 
8.41 and its code polynomials. 

Indeed the code polynomials GI(%) and Gz(x) have the common factor 
1 + x. When we draw the state diagram of the encoder as shown in Figure 
8.42, we note that the state d has a closed loop with zero weight. In fact, 
catastrophic errors can occur if and only if any closed loop has a zero weight. 
To see this point more clearly, let us represent the state diagram as shown in 
Figure 8.43 using the D and N notation defined previously. If we assume that 
the all-zeros path is the correct path, any sequence different from an all-zero 
sequence is a sequence in error. Let us consider such an incorrect path, given 

Input 
b i t s  

Figure 8.40 Rate %, K = 3 systematic convolutional encoder. 

I Branch 

b - 

2 .  
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Figure 8.41 Rate $, K = 3 convolutional encoder that may cause catastrophic error 

Input 
bits 

propagation. 

Figure 8.42 State diagram of the encoder in Figure 8.41. 

Branch 

Figure 8.43 Split state diagram with branches labeled with D and N. 

* - 
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by a + b -+ d + d -+ a . 0  -+ d -+ c -+ a. From the state diagram in Figure 
8.42, we can specify the code sequence of this path as 

which has exactly six Is, no matter how many times the zero-weight self-loop 
was used. From Figure 8.43, this observation is seen as equivalent to the 
expression of (D2N)(DN)(N).  . - (N)(D~)(D)  = D6Nn, where D 6  is the 
weight of the entire sequence, and Nsimply means that the branch was caused 
by the data bit 1. Thus, for a BSC, four channel errors would induce the 
selection of this incorrect path, which may cause catastrophic error propaga- 
tion. There are other necessary and sufficient conditions for catastrophic 
error propagation, and the reader is referred to Viterbi's classic paper [8] for 
further reading on this subject. 

8.4 Performance Bounds for Viterbi Decoding of Convolutional Codes 

When we discussed the trellis diagram of a typical convolutional encoder, we 
observed that distance properties of the code by means of the transfer 
function T(D, L, N). We came away from that distance-property study with 
the observation that paths displayed not only the minimum distance but also 
the maximum distance for a typical node level j and many other difference 
distances in between the minimum and the maximum. This fact implies that 
the probability of error calculation for the Viterbi decoding algorithm is not 
amenable to an exact analysis, and, in fact, for most of the practically 
employed convolutional codes, their performance measures are obtained by 
computer simulation. Analytically, however, we obtain performance bounds 
on the probability of an error in a code symbol as well as in the decoded 
information bits, based on the information revealed by the transfer function. 
The bounds are obtained as union bounds. We present in the next section 
bounds on the Viterbi decoding algorithm for both the BSC and AWGN 
channels. The analysis methodio be presented is based on that given in [3] 
and [8]. 
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8.4.1 Probability of Error Bounds for Hard Decision Decoding 

We obtain the first-event probability, which is the probability that the correct 
path is rejected (not a survivor) for the first time at time t = t j .  We again 
consider the rate 4, K = 3 convolutional encoder that was used as an example 
for the derivation of the transfer functions T ( D )  and T ( D ,  L ,  N) given in 
(8.24b) and (8.25b), respectively. We have redrawn the encoder and its state 
diagram in Figure 8.44. The transfer function corresponding to this encoder 
was given in (8.2513) as 

The minimum free distance of this code is seen to be 5,  and the sequence of 
state transitions that results in this weight-5 excursion from the all-zeros path is 
seen to be 

Input 
bits 
+ 

I 
\ :lo - - _ - -  

Figure 8.44 Rate ;, K = 3 convolutional encoder. 
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The path sequence for the state transitions is 1 1 1 0  1 1 as seen from the trace 
of the state diagram. If the channel induces an error pattern such that the 
received sequence is favoring this sequence, 1 1 1 0 1 1, rather than the all-zeros 
sequence, 0 0 0 0 0 0, which is the correct sequence, then the all-zeros path will 
be eliminated from competition (will not survive) at node a at time t = t4, 
denoted a(t4).  Thus, in such a case, the maximum likelihood decoder will 
favor the incorrect path. At this point, the situation is equivalent to that of a 
binary communications system where mo and ml are two equally likely 
messages (to employ the terminology used in Section 7.1) to be cornmuni- 
cated using codewords Co = 0 0 0 0 0 0 and Cl = 1 1 1 0 1 1, respectively. The 
distance between Co and Cl is 

The error-correcting capability of this two-codeword system is given by 

that is, as long as the channel induces one or two errors, the all-zeros sequence 
will be favored. If, however, three or more errors are made in the channel, 
then the correct all-zeros sequence will be rejected and the sequence 1 1 1 0  1 1 
will be favored. Let us consider a BSC with p as the symbol crossover 
probability. Then the probability of a path sequence with free distance 5, 
denoted Pz(e; 5), is given by the binomial distribution [see (1.59a)l 

where p is the symbol error probability of the BSC, which depends on the 
modulation used for transmission of the channel symbols. The subscript 2 in 
the notation of (8.26e) indicates a two-codeword system that pertains to the 
convolutional decoder decision at state a for the first time. 

Suppose that the path being compared with the all-zeros path at some 
node j at time t = t j  has distance d from the all-zeros path. If d is odd, the 
all-zeros path will be correctly chosen if the number of errors in the received 
sequence is less than (d + 1)/2; otherwise, the incorrect path is chosen. Thus, 
the probability of selecting the incorrect path is 
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If d is even, the incorrect path is selected when the number errors exceeds i d ;  
that is, when k > i d  + 1. If the number of errors equals i d ,  we must flip an 
honest coin and one of the two selected. Thus, in this situation, we have 

+ i(;d)pd12(~ - p)d12, d even 

and the probability of incorrectly selecting a path with Hamming distance d 
1s 

+ ( ) p 2  - pid12, * even 

We have seen from the transfer function T(D) given in series form that 
there are many paths with different distances that merge with the all-zeros 
path at a given node, indicating thereby that there is no simple exact 
expression for the first-event error probability. Thus, we overbound the 
error probability using the union bound, which is the sum of the pairwise 
error probabilities P2(e; k) over all possible paths that merge with the all- 
zeros path at the given node. Now recall from (8.24~) and (8.25b) through 
(8.26a) that 

M 

where ak is the number of nonzero paths with Hamming distance k, with 
respect to the all-zeros path, which merge with the all-zeros path at node j 
and diverge once from the all-zeros path at some previous node. For the case 
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of the encoder that gave the transfer function (8.24c), the {ak)  correspond to 
values as = 1, a6 = 2 ,  a7 = 4,. . . , etc. 

If there are ak paths with weight k, and if we still use P2(e; Ic) to denote 
the pairwise error probability of paths with weight k, the union bound on the 
probability of decoding error is given by 

where P2(e; k) is given by (9.27~). 
For the encoder characterized by the connection vectors GI = (1 1 1) 

and G2 = (1 0 I) ,  we had 

For this case, the first-event error   rob ability is bounded by 

Viterbi [8] has also shown that the expression given in (8.27~) for the 
probability of incorrectly selecting a path with Hamming distance d can be 
bounded by 

w e ;  d )  < [4p(l - dldi2 (8.29~) 

which is a more compact, albeit looser, bound than the exact first-event 
probability expression in (8.27~).~ Thus, using (8.29b) we can have a looser 
upper bound on the first-event probability (decoding error) 

where p is the symbol crossover probability (symbol error probability) of the 
BSC. Comparing (8.29d) with (8.28a) suggests immediately that the first- 

5 We shall have occasion to observe the degree of "loosenessn of (8.29b) as compared 
to (8.27~) in a plot of BER in Figure 8.47. 
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event error probability is overbounded by the transfer function T(D)  with 
D = Jm; that is 

8.4.2 Bit-Error Probability for the BSC 

In the series expansion for the transfer function T(D,  N), the exponents of 
N indicate the number of nonzero information bits that are in error when an 
incorrect path is selected over the all-zeros path. Consider the transfer 
function given in (8.25b): 

By differentiating T(D,  N )  with respect to N and setting N = 1, the 
exponents of N become multiplication factors of the corresponding Pz(e; d). 
Because T(D) = T(D, N)INZI is the upper bound on the first-event prob- 
ability, each of the terms in T(D) must be weighted by the exponent of N to 
obtain the bit-error probability PB (e) . Now 

From this expression, we obtain the bit-error probability PB(e) as we have 
obtained for the first-event error probability in (8.29d): 

1 bit in error 2 bits in error 3 bits in error 

L 1 1 
PB(e) < 1 . P2(e; 5) + 2 .2Pz(e; 6) + 3 4Pz(e; 7) + e . 0  

+ (k + 1) . 2kP2(e; k + 5 )  + (8.30~) 

T 
Ic + 1 bits in error 

where Pz(e; d) was given by (8.27~) and (8.29e) as exact and bound 
expressions, respectively. If we use the bound in (8.29e), P2(e; d)  < 
[4p(l - p)]d'2, we obtain a simple but weaker bound on the bit-error   rob- 
ability for the BSC: 
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8.4.3 Probability of Error Bounds for Soft-Decision Decoding 

We now consider the error probability performance of Viterbi decoding in an 
AWGN channel with soft-decision decoding. We assume that antipodal PSK 
(BPSK) modulation is used for transmitted coded symbols over an AWGN 
channel with two-sided power spectral density +No. The convolutional code 
is generated by an encoder of rate kln,  and the symbol energy E, is related to 
the energy per information bit Eb by the expression 

so that 

where 

is the code rate. For the infinite quantization soft-decision decoder, the 
probability of error in the pairwise comparison of two paths at a node that 
differ in d symbols is shown to be [3, 83 

where 

This is the first-event error probability expression, which is the counterpart 
to the expression given in (8.27c), the probability of incorrectly selecting a 
path with Hamming distance d from the all-zeros sequence on a BSC. For 
the many other paths with different distances that merge with the all-zeros 
path, we have only to call upon the transfer function to provide the complete 
description: 

00 
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where ak denotes the number of nonzero paths of distance k from the all- 
zeros path, which merge with the all-zeros path for the first time. As we have 
done for the case of the BSC in (8.29~)~ the total first-event error probability 
for all pairs with distance k 2 d is given in the form 

To proceed, we invoke a useful inequality [8]: 

Q( JG) I ~ - Y / ~ Q ( & )  

which is proved in Appendix 8A. Thus, using this inequality for the Q- 
function, the first-event error probability for any pair of paths with distance 
d + 1 is given by 

Now for k 2 d in (8.31f), let 1 = k - d. Then 

Hence the bound of (8.3 19, using (8.32c), becomes 

In view of the transfer function of (8.31e), the bound (8.32d) can be expressed 
as 
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which is the total first-event error probability bound for soft-decision Viterbi 
decoding. 

8.4.4 Bit-Error Probability Bounds for Soft-Decision Viterbi Decoding 

The BER expression for soft-decision decoding is obtained the same way as 
for the case of the BSC in (8.30d) and is given by 

where the { b k )  are the coefficients of 

By using the same argument we employed in obtaining the PB(e) for the BSC 
in (8.30d), we now have a useful but loose upper bound expression for the bit 

- error rate of soft-decision decoding of convolutional codes: 

This bound on the BER of soft-decision Viterbi decoding is for a code of rate 
l l n .  For the codes with rate r = kln, where k > 1, the expression (8.33~) is 
interpreted as PB(e; k = 1) and must be divided by k to obtain bounds on the 
average BER. That is: 

1 
PB(e; k > 1) = -PB(e; k = 1) 

k 



Convolutional Codes and Their Use in IS-95 8 9 9  

Let us summarize the error rate expressions we have derived thus far. 
For rate k l n  convolutional codes with Viterbi decoding, we have 

BSC (hard-decision) with Hamming metric: 

First-event error rate: 

p(e) < T(D)l~=,/m 
Bit-error rate: 

A tighter bound than (8.34b) can be computed using the binominal expres- 
sions of (8.27~) in (8.33a). 

0 AWGN channel (soft-decision) with correlation metric: 

First-event error rate: 

where r = kln,  p is the symbol error probability on the BSC, d is the 
minimum6 free distance, and Eb/% is the energy per bit-to-noise power 
spectral density ratio. 

Example 8.11 Consider the rate !j, K = 3 convolutional code characterized 
by the connection vectors G1 = (1 OO), G2 = (1 0 I) ,  and Gg = (1 1 1). (1) 
Draw the state diagram; (2) find the transfer function T(D,  N);  (3) obtain the 
first-event error probability P(e) for all pairs (total first-event error rate) and 
BER, assuming BPSK symbol modulation transmitted over an AWGN 
channel with one-sided power spectral density No, for hard-decision Viterbi 

6 When free distance is mentioned without regard to either minimum or maximum, it 
usually means the minimum free distance. 
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decoding; (4) repeat (3) for soft-decision Viterbi decoding; and (5) plot the 
BER expressions in comparison with the uncoded system. 

Solutions: (1) Based on the connection vectors, we have the encoder and 
state diagram as shown in Figure 8.45. 

(2) The transfer function T ( D ,  N )  can be obtained with the aid of the 
flow graph diagram for the state diagram as shown in Figure 8.46. From the 
flow graph, we set up the simultaneous equations: 

Xb = D3N + D N X ,  

I 

Input 1 
bits 

4 

2 

1 
3. * Branch 

wwd 

Figure 8.45 Encoder and state diagram for the rate i, K = 3 encoder of Example 8.1 1. 

Figure 8.46 Flow graph diagram of the state diagram shown in Figure 8.45, with branches 
labeled with D and N .  
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and solve for the transfer function T ( D ,  N )  = D2Xc.  Putting (8.35a) in 
matrix form: 

-DN 0 D3N [ -" 1 (8.35b) 
- D ~ N  o 1 -  D ~ N  

we solve for Xc: 

so that 

from which we obtain 

(3) The symbol crossover probability (symbol error probability) of the 
BSC f& binary Atipodal modulation is given by 

For the BSC, the first-event error probability is bounded by 

where p is given by (8.36a). The BER bound on the BSC is given by 
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Thus 

with p given by (8.36a). 

(4) For soft-decision Viterbi decoding, we have the first-event error 
probability bound 

(8.37a) 

where d = 6, r = 113, andT(D) = D6/(1 - 2D2). Hence 

The BER bound for soft-decision decoding is given by 

where d = 6 and r = 113. Thus 

(5) The uncoded BPSK error probability is given by 
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We have plotted the PB,uncoded(e), PBJWGN(e), and PB,Bsc(e) expressions in 
Figure 8.47 for comparison purposes. The looseness of the bound (8.29d) is 
evident in comparison with the binomial expressions of (8.27~) for the bit- 
error performance on the BSC. For this example, about 2-dB coding gain is 
observed using soft decisions, and less than 1 dB for hard decisions. 

8.4.5 Estimates of Coding Gains of Convolutional Codes 

It occurs at times that we need to have some idea of the amount of coding 
gain for a convolutional code, specified by rate and constraint length, and the 
assumed type of decoding (hard- or soft-decision) along with the minimum 
free distance of the code. To fill this need, we can base an estimate on 
simplifications of the error bounds that we have developed in the previous 
section. 

For the BER bound on the BSC (8.36~) and from (8.33b) we have 

where d is the minimum free distance and p is the symbol crossover 
probability for the BPSK modulation, given by (8.36a). We wish to simplify 
further the expression in (8.39a) by assuming that p is a very small number. 
Then the right-hand side of (8.39a) is dominated by the first term, and, hence, 
we have 

PB, B S C ( ~ )  < bdDd ID=,,/- = bd [ J-] E; bd(4pldi2 (8.39b) 

Replacing p by the Q-function upper bound of (1.459, that is: 
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Figure 8.47 Error performance bounds of rate i, K = 3 convolutional code for BSC and 
AWGN channels. 
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we finally have the simple but loose upper bound of 

The uncoded performance is given by 

By comparing the exponents of (8.39d) and (8.39e), we see that the coding has 
an advantage of r d / 2  over the uncoded system in terms of E b / N O  require- 
ments. That is: 

This can be taken as a lower bound on the coding gain [9] in view of the 
greater coding gain to be expected using soft decisions. Now, from the soft- 
decision Viterbi decoding bound given by (8.33d), we have 

By comparing the exponents of (8.40b) and (8.39e), the coding gain advantage 
for soft-decision decoding is given by 

From (8.40a) and (8.40c), we draw an estimate of coding gain in terms of the 
bounds 
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Coding gain of convolutional code rd (8.40d) 
with rate r and free distance d 

The upper and lower bounds are separated by a 3-dB margin, which, to a 
good approximation, is a margin that in fact exists between hard- and soft- 
decision decoder implementations. 

Some examples of coding gain upper bounds for convolutional codes of 
rate and rate 4 are given in Table 8.6, where the upper bounds are 
calculated by the "formula" given in (8.40d) for the given free distance. It is 
plain that, once we know the free distance d of a given convolutional code of 
rate r ,  a coding gain upper bound can be estimated by using the "yardstick" of 
rd given in (8.40d). 

Many researchers in the past discovered good (maximum free distance) 
convolutional codes of rate r with constraint length K. Their findings are 
summarized in Tables 8.7 and 8.8, taken from [lo] and [Ill. 

8.5 Convolutional Codes Used in the IS-95 CDMA System 

From the IS-95 forward link traffic channel diagram in Figure 8.1, we see that 
the convolutional code used in the forward link is described as rate i and con- 
straint length K = 9. IS-95 [I] specifies the encoder for this code as shown in 
Figure 8.48. From the figure it is seen that the connection vectors for the 
encoder are 

Table 8.6 Upper bounds on coding gain for some convolutionai codes (from 191) 

I Rate 1/2 codes Rate 1/3 codes 
d Upper bound (dB) K d Upper bound (dB) 
5 3.97 3 8 4.26 
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and 

Table 8.7 Distance properties of rate binary convolutional codes (from 1101 and 11 11) 

Connection vectors in octal 

Table 8.8 Distance properties of rate binary convolutional codes (from 1101 and 11 11) 

1 vectors in octal 

The number of nodes (states) is 2K-1  = 28 = 256 and, from Table 8.7, the 
octal notations for G1 and G2 indicate that the free distance of this particular 
convolutional code is 
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I-b Coded symbols 

Data 

- Coded symbols 

Figure 8.48 Convolutional encoder for the forward link: T = a, K = 9. 

which implies that a rough estimate of the coding gain is given by 

%rdforwud = 4.8 dB 5 coding gain 5 rdfOrwvd = 7.8 dB (8.41~) 

For the IS-95 reverse link traffic channel diagram in Figure 8.2, we see 
that the convolutional code is rate and constraint length K = 9, and the 
encoder circuit given for this code in IS-95 is shown in Figure 8.49. The 
connection vectors are given by 

GI = (101101111)  = (557) 

G2=  (110110011)  = (663) (8.42a) 

G3 = (111001001)  = (711) 

The number of nodes (states) in the trellis diagram is the same as that of the 
forward link encoder, 2K-1 = 28 = 256. From Table 8.8, we find the octal 
notations for G I ,  G2 ,  and G3 listed for a free distance of 

which implies that a loose estimate of the coding gain for this code is given by 

irdforwud = 4.8 dB 5 Coding Gain 5 rdforwvd = 7.8 dB (8 .42c) 
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Figure 8.49 Convolutional encoder for the reverse link: r = i, K = 9. 

Note that the coding gains estimated on the basis of the formula (8.40d) could 
not resolve the coding gain difference that really exists between the rate and 
rate convolutional codes of the same constraint length 9. The difference is 
noticed when we actually evaluate the bounds on the basis of the 
transfer functions, which we undertake in the next section. 

8.5.1 Performance of the Convolutional Codes Used in the IS-95 System 

For the convolutional code of r = i, K = 9 with G1 = (561) and 
G2 = (753), the coefficients of the generating function (transfer function) 
have been found through computer search and they are tabulated in the 
literature [12]: 

T(D)  = 11D12 + 50014 + 286D16 + 1,630D18 + 9,639D20 

+ 55,1520~~ + 3 2 0 , 7 8 2 0 ~ ~  + 1,859,1840~~ 

+ 10,777,264D28 + . - (8.43a) 



910 COMA Systems Engineering Handbook 

For the convolutional code of rate $, K = 9 with G1 = (557), G2 = (663), 
and G3 = (711), we have [I23 

Because we have the transfer functions, we can now obtain the first- 
event error probabilities or BERs for either hard-decision or soft-decision 
Viterbi decoding. For the BER bounds, we simply use (8.3413) for the BSC 
and (8.34d) for the AWGN channel to obtain 

with 

where the derivative of the transfer function is given in (8.43b) for the rate a 
code and in (8.4413) for the rate i code. BER hard- and soft-decision perform- 
ance bounds are compared with each other and with the uncoded BER in 
Figures 8.50 and 8.51 for these two codes, respectively. Also shown in both 
figures (using a dashed line) is the tighter BSC bound calculated using the 
binomial expression of (8.33a) and (8.27~)~ which is seen to be about one-half 
dB tighter in this case. Note from Figures 8.50 and 8.51 that the rate i code 
provides more coding gain as compared with the rate $ code. For example, at 
a BER of lo-', we read (Eb/No),=1,3 = 4.4 dB and ( E ~ / N O ) , = ~ ~ ~  = 4.6 dB. 
The fractional coding gain advantage in favor of the rate code over the rate 

code was not revealed in the rough coding gain estimation measure given in 
(8.4Od). 
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Hard c 

Figure 8.50 Performance for the forward link r = i, K = 9 code. 
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Figure 8.51 Performance for the reverse link T = i, K = 9 code. 
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8.5.2 Coding Gains Versus Constraint Length 

In this chapter we have introduced the fundamentals of convolutional codes 
in terms of code generation, decoding concept of the Viterbi algorithm, and 
ways of evaluating error probability performance bounds. While the upper 
bounds for the BSC and the AWGN channel are reasonable performance 
estimates for large values of Eb/No, computer simulations must be used to 
obtain the results over the range of Eb/NO that is of interest. There are 
extensive simulation results published in the literature, and the work of 
Heller and Jacobs 1131 is a frequently cited reference in this regard. 

The convolutional codes used in the IS-95 system are noteworthy in 
that they are convolutional codes of large constraint length. Although large 
constraint-length convolutional codes increase complexity in terms of mem- 
ory requirements in the Viterbi decoding process, as noted in our previous 
discussion, they provide higher coding gains for a given code rate. 

Figures 8.52 and 8.53 show coding gains realizable at different error 
probabilities as functions of constraint length for rate and rate !j convolu- 
tional codes, respectively, for both soft-decision (solid lines) and hard-decision 
(dashed lines) Viterbi decoding [14-161.' The curves in each figure are 
parametric in the value of the error probability achieved: down to lo-' 
in decade steps. The most obvious feature of these figures is the fact that soft- 
decision decoding realizes about 2.3 dB or 2.4 dB more coding gain than hard- 
decision decoding. The next thing we notice, by comparing the two figures, 
is that generally the rate 4 codes have higher gains than the rate 1 codes 
(higher redundancy gives higher coding gain). Finally, we observe from the 
two figures that the coding gains are higher for lower error probabilities. 

For cellular telephone applications in which digital voice is used, the 
curves in Figures 8.52 and 8.53 for higher values of error ~ r o b a b i l i t ~  are of 
interest. If, as a rule of thumb, we pick a corrected digital voice BER of lop3 
as a target value, it is apparent that, with soft-decision decoding of the IS-95 
convolutional codes, a coding gain on the order of 5 or 6 dB can be realized in 
practice. That is, using BPSK as a quick reference, instead of requiring an 
Eb/No of about 7dB (unfaded) or 24dB (Ra~leigh fading) to obtain the target 
BER (see Figure 7.34), an Eb/& of 2dB or 19dB is required, respectively. 
The reduction in required Eb/No directly affects the multiple access capacity 
of the system, as discussed in Section 1.1.3. 

7 The data in the figures are based on reading curves in [16] that are reprinted from 
[14]. For each error probability value, the coding gain is the difference between the 
Eb/No required without coding and with coding. 
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rate 112 4 

Constraint length, K 

Figure 8.52 Dependence of realizable coding gains on constraint length for rate $, 
convolutional codes. 
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5 6 7 8 

Constraint length, K 

Figure 8.53 Dependence of realizable coding gains on constraint length for rate 4 
convolutional codes. 
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The required value of Eb/NO, despite the coding gain, is still much too 
high for case of fading. In Chapter 9, we show how the use of diversity can 
produce additional gain for reducing the required value of Eb/NO. 

8.5.3 Quantization of the Received Signal 

In our previous discussions, we have considered the two extreme cases of hard 
(two-level) and infinitely fine quantizations for the conversion of the con- 
tinuous decision RV into a discrete RV for digital signal processing. As 
observed in the error probability curves of Figures 8.50 and 8.51, the use of 
the BSC results in the performance penalty of 2 to 3 dB of Eb/&. Hence, the 

n use of soft decisions (quantization level = Q > 2) is employed to regain most 
of the 2- to 3-dB loss due to hard (Q = 2) quantization [13, 161 while retaining 
the advantage of digital processing. In this section we describe briefly how a 
soft-decision (Q > 2) signal processing scheme relates to the quantization level 
in connection with the trellis diagram of a Viterbi decoder. 

Consider a situation where the information sequence is convolutionally 
encoded by an encoder with rate r = l / n  and constraint length K. The 
coded symbols are assumed to be BPSK modulated for transmission over an 
AWGN channel with a two-sided power spectral density of $40. At the 
receiver, the demodulated signal is quantized for digital processing. This 
situation is depicted in Figure 8.54 in both waveform and vector channel 
notations, based on Figure 7.2. 

Note that the set of "messages" {mi) in Figure 8.54 represents the 
categories of branch words. For example, in a rate !j convolutional code, 
{mi) represents the four words (00, 01, 10, 11). For our example, we 
assume that the message mi is one of 2n possible messages (branch words) in a 
rate l l n  convolutional encoder. The binary symbol outputs (branch word 
sequence) from the convolutional encoder are modulated by an RF carrier 
coswot. Thus, the BPSK modulated branch word waveform s(t) corre- 
sponding to m is given by 

where xj is & 1 depending on whether the jth code symbol is 0 or 1. The 
function p(t) is supposed to represent a unit energy "basic" waveform, 
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n(t ), noise waveform 
I 

Received waveform 

1 

(a) Waveform communications system 

Convolutional s (t) 
Transmitter Channel r(t), 

{ s i ( t ) r  

n. noise vector 

Receiver 

Received vector 

A, decision 
{mi> 

Convolutional 
encoder 

(r, K )  

(b) Vector communications system 

Figure 8.54 Representations of waveform and vector communications systems with coding. 

a 

wo = 27r fo is the angular carrier frequency, E, is the code symbol energy, and 
T, is the code symbol time duration. 

The receiver in Figure 8.54 contains the demodulator (correlator) and 
quantizer as shown in Figure 8.55. It is clear that the RV rj shown in Figure 
8.55 is given by 

where 

{mi} {si) 4 {mi> 
Transmitter 

my cos 

Figure 8.55 BPSK demodulator followed by quantizer. 

b Channel ~eceiver J-D 
A m, decision, 
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so that 

Consider the uniformly spaced quantizers for Q = 2, 4, and 8. The 
likelihood functions for the demodulator output RV rj, given the transmitted 
code symbol is O and 1, respectively, are given by 

and 

Therefore, we can relate the likelihood functions to the quantization levels in 
terms of uniformly spaced thresholds as depicted in Figure 8.56 or alter- 
natively, in Figure 8.57 with metric assignments as indicated in Figure 8.56 for 
various quantization levels. In that figure, it is assumed that the receiver gain 
is adjusted so as to position the sampled received signal amplitude as shown. 
In Figure 8.56, the Q-level quantizer is shown as a partition of the rj axis into 
Q segments, and the metrics (quantized values) are ordered so that the 
indication of zero being transmitted is associated with the smaller metric 
numbers, and the large numbers indicate that the likelihood of a zero is small. 
The metrics conditioned on the transmission of a logical one are simply the 
reverse of the values shown, as indicated in Figures 8.58 and 8.59. 

We are now ready to explain the computation of the metric for a 
specific branch word in a convolutional code of rate l l n  under a soft-decision 
decoding scheme for Q = 8. 

Example 8.12 Consider a convolutional code of rate i, constraint length 
K = 3, whose encoder is specified by the connection vectors GI = (1 0 1) 
and G2 = (1 1 1). The state diagram for this code is given in Figure 8.60. We 
assume that the soft decision is based on 3-bit quantization (eight-level 
quantization). The decoder is now assumed to be at node b = (10) and the 
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Figure 8.56 Uniformly spaced Q-level quantizer with metrics conditioned on the transmission 
of logic symbol 0. 

Channel: nj = G(O, No) 

Figure 8.57 Alternative representations of Q-level quantization with metric assignment 
conditioned on 0 being transmitted. 
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Figure 8.58 Uniformly spaced Q-level quantizer with metrics conditioned on the transmission 
of logic symbol 1. 

Figure 8.59 Alternative representations of Q-level quantization with metric assignment 
conditioned on 1 being transmitted. 
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Figure 8.60 State diagram for rate T = a, constraint length K = 3 convolutional code used in 
Example 8.12. 

two branch symbols are given by rj = 1.3 and rj+l = 0.6. What would be 
the next state the decoder will be arriving at, based on these values? - 

To answer this question, we need to examine the metric values of the 
two combined symbols under each symbol transmission assumption. Let Mo 
be the branch metric associated with the assumption of the transmission of a 
0 and let Ml be the metric associated with the transmission of 1. From the 
state diagram, we see that the state b = (10) can produce either branch words 
0 1 or 10, the former for the next state d = (0 1) and the latter for the next 
state c = (1 1). Thus, the task is to determine which branch word is more 

> ,  

likely to have been transmitted. Because the state transition is determined by 
the relationship between the information bit and the branch words as 0 + 1 0  
and 1 + 0 1, we simply calculate the total metric values from Figures 8.56 
and 8.57 as shown in Table 8.9. For example, the sample value rj = 1.3 has a 
metric value of 1 conditioned on there being a 0 transmitted (Figure 8.56) and 
a metric value of 6 conditioned on there being a 1 transmitted Figure 8.57). 
The reader can easily verify that, having reached the state c = (0 I) ,  for 
which the possible branch words are 1 1 and 0 0 (for bit values 0 and 1, 
respectively), if the next two quantizer outputs are assumed to be rj+z = -0.6 
and rj+3 = 0.4, we have 
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Table 8.9 Metric calculations for Q = 8 quantizer 

so the next state would be a = (0 0) by deciding the branch word was 1 1. 
As shown in this example, a simple quantizer can be employed in 

connection with the Viterbi decoding process, and such a scheme is called soft- 
decision Viterbi decoding. It is known [13] that eight-level quantization results 
in a loss of less than 0.25 dB as compared to infinitely fine quantization, and 
thus quantization to more than eight levels (3-bit quantization) produces little 
performance improvement. 

Sample values 
Possible branch words 
Next states 
Metric sums 
Decision 
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Appendix 8A Proof of Q-Function Inequality 

In the development of the upper bound for the decoded error rate of convo- 
lutional codes with soft-decision decoding, the following inequality is used: 

This inequality is shown as follows: 

1 
e 8  d t  using t = u 2 / 2  

- -- e-(<+yl2) d J  using t = J + y / 2  

e - ~ / 2  00 

= e-.', d u  = eCyi2 Q(&) using C = l u 2  2 (8A.2b) 





Diversity Techniques and Rake Processing 

9.1 Introduction 

In Chapter 2 we showed that signals in terrestrial communications systems, 
such as mobile cellular systems, experience multipath interference and fading. 
This fading can become quite severe in urban environments. Mobiles in 
motion also experience fading due to the Doppler spreading of various multi- 
path components. If the fading causes many channel errors, methods to 
combat the fading must be used. When the fading is very slow, some type of 
feedback power control can be used to track the fades, as is done in the IS-95 
system in the form of closed-loop power control (see Section 4.4.1). When 
the fading becomes fast, however, as with high mobile speeds, power control 
becomes ineffective. 

When different multipath components fade independently, diversity 
reception of the signal is the method of choice. The rationale for this choice 
is that if p is the probability that a given path in a multipath environment is 
below a detection threshold, then the probability is pL that all L paths in an 
L-path multipath situation are below the threshold, a number considerably 
smaller than p. The cost for diversity reception is additional receiver 
complexity, because of path tracking and the processing of additional signal 
components. 

In this chapter, we describe and analyze several types of diversity 
techniques, including selection diversity (SD), equal gain combining (EGC), 
and maximal-ratio combining (MRC). We also discuss Rake diversity tech- 
niques in terms of its principle of operation and its application in the IS-95 
system. 

As discussed in detail in Section 4.4.1, power control is used in IS-95 
primarily to ensure that all mobile signals are received by the base station 
antennas with the same power regardless of the differences of distance 
between the base station and the mobile stations, and this power control 
combats slow fading in the process. To be effective against fading, the power 
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control scheme must be able to track the changes in the receiver power at the 
cell site. The desired value of average mobile transmit power on the reverse 
link can be determined at the mobile site by solving the link budget using the 
receiver forward link power at the mobile. This is the essence of the open- 
loop power control (see Section 4.4.1.1). However, because the forward and 
reverse links can fade independently, a closed-loop power control scheme 
must be used (see Section 4.4.1.2), wherein the cell receiver measures the 
power received from the mobile and instructs the mobile to raise or lower its 
transmit power. 

9.2 Diversity Techniques 

There are many different types of diversity that have been employed in 
various systems. Among these are 

0 Frequency diversity, transmitting or receiving the signal at different 
frequencies; 

0 Time diversity, transmitting or receiving the signal at different times; 

Space diversity, transmitting or receiving the signal at different 
locations; 

0 Polarization diversity, transmitting or receiving the signal with 
different polarizations. 

Transmission of the same data on two frequencies spaced farther apart 
than the coherence bandwidth of the channel is one method of frequency 
diversity. This type of frequency diversity, however, is rarely used in 
conventional mobile systems because the coherence bandwidth is large. 
Frequency diversity is inherent in spread-spectrum systems, where the chip 
rate is greater than the coherence bandwidth. 

Time diversity involves the transmission of redundant data at different 
times because fades are independent with respect to time. The simplest form 
of time diversity is repeating the data n times, which can be thought of as an 
(n, 1) block code. A more efficient and practical method of time diversity 
for digital spread-spectrum systems is the use of interleaving (see Section 4.4.2) 
and error-correcting codes, as employed in the IS-95 system. The convolu- 
tional codes used in IS-95 are much superior to the repetition code. Fading 
tends to cause errors in bursts corresponding to the faded portion of the 
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signal. Interleaving and deinterleaving are mechanisms by which a burst of 
errors can be randomized so that the random error-correcting capabilities of 
the convolutional codes can be exploited to the fullest extent. 

Space diversity can be used in many different forms. In transmission 
space diversity, the signal can be emitted from multiple antennas at a single 
cell site or from several different cell sites as well. Space diversity can also 
take the form of tracking multipath components (path diversity), as explained 
in detail in Section 4.4.3 in connection with the IS-95 system's use of diversity 
in handoff situations. 

In discussing the use of diversity methods in communications systems, 
it is useful to distinguish between the underlying physical principle of the 
diversity (time, frequency, space, etc.) and the receiver signal-processing 
techniques implemented to exploit the principle. In general, the physical 
principle is identified with communication resources (time, bandwidth, etc.). 
The signal-processing technique is designed to combine the diversity recep- 
tions in some way, and thus they can be referred to in general as combining 
techniques, as suggested in Figure 9.1. To a large extent, given that the 
diversity components of the signal have been received, the choice of 
combining technique may be any one of the possible techniques. However, 
there is often an engineering advantage to a  articular combining technique in 
connection with a particular form of diversity. 

It is not unusual for a communications system to employ multiple 
forms of diversity. As we stated in Chapter 4, the IS-95 system employs 
frequency, time, and space diversity schemes, all for the purpose of power 
control in the sense of minimizing the required amount of transmitter power 
to maintain a desired error rate. The use of polarization diversity, though not 
currently in use in IS-95, is certainly a future possibility to be considered for 
signal reception enhancement to combat fading in an application in which the 
orientation of the receiver antennas can be managed. 

Combining 
technique 

Figure 9.1 Matrix of diversity types and diversity combining techniques. 
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9.3 Diversity Selection and Combining Techniques 

In a broad sense, there are three major generic diversity signal-processing 
techniques, and they are known as selection diversity (SD), eqtral gain combin- 
ing (EGC), and maximal ratio combining MRC). The Rake technique of 
diversity reception, to be discussed in detail in Section 9.3.5, can be viewed as 
a form of either EGC or MRC, depending on its implementation. The 
version of Rake diversity reception employed in the IS-95 system is a form of 
MRC in that the signal multipath components selected by the "searcher 
receiver" and processed by separate receiver "fingers," are combined based on 
the maximal ratio combining principle. In this section, we go into the details 
of diversity selection and combining techniques, and methods for optimizing 
them. 

9.3.1 Selection Diversity 

Consider an L-fold diversity transmission system, which can use time 
diversity, frequency diversity, or space diversity. Regardless of the type of 
diversity, there must be L receivers in the sense that each of the L trans- 
missions must be received separately. In the case of an L-fold time-diversity 
transmission, the receiver can be a single receiver used repeatedly L times. 
For frequency- and space-diversity transmissions, L separate receivers must be 
used. 

In a selection diversity system, the signal diversity component (e.g., 
path) received with the highest SNR is chosen for signal demodulation, and 
the remaining L - 1 components are ignored. The selection of the signal 
component may be predetection or postdetection, meaning that the selection 
may be among the L RF receptions before receiver processing or among them 
after they have been demodulated to become baseband data streams. In the 
case of selection diversity, there is no difference in performance between 
predetection and postdetection processing because only one demodulated data 
stream is used, so that the degree of processing of each component before 
selection is a matter of engineering choice and e~pediency.~ Some processing 
of the components is necessary to determine which one to select, such as 
determining their strengths. 

A possible diversity processing scenario is the selection of more than one signal 
component for processing when there are L components received. 
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The use of L-fold diversity is a time-honored method of combatting 
deep signal fades, and there are numerous classical references in this field, [I- 
41 just to cite a few. The problem of optimal diversity has also been treated in 
the literature for various types of diversity [4-71. The applications of 
diversity schemes in mobile communication are also treated in the literature 
[8-91, and the IS-95 system has implemented several of these diversity 
strategies, including selection diversity. For example, selection diversity is 
used on the reverse link to select the strongest forward link signals from 
multiple cell sites. 

In selection diversity, the diversity channel (the path) with the highest 
SNR is chosen as the signal to be demodulated. In order to describe this form 
of diversity, we can analyze selection diversity for any type of modulation we 
wish. We consider M-ary orthogonal (noncoherent) modulation, with BFSK 
as a special case, and other binary systems including BPSK, DPSK, and 7r/4- 
differentially encoded quadrature PSK (.rr/4-DQPSK). In all cases, we assume 
L-fold diversity transmissions. 

Figure 9.2 depicts a selection diversity reception scheme for an L-fold 
diversity transmission system. Because the selection of the channel to be 
processed is based on the maximal SNR, we first need to find the pdf of the 
maximal SNR. To do this, we assume the following conditions: 

Transmitted 

Diversity 
channel #e 

User 
data 

Diversity 
channel #I 

Diversity Receiver z m ~  

channel #L #L or 

Receiver 
#I 

+ 

Figure 9.2 Postdetection selection-diversity receiver model. 
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The random signal amplitude and carrier phase are constant during 
the period in which a signal is selected and demodulated. 

The noise in each diversity receiver is independent and has the same 
variance. 

The noise in each of the M-ary symbol channels is independent. 

Let the SNR at the lth diversity channel receiver be denoted 

(9. la) 

where the {al )  are independent Rayleigh attenuation factors with the pdf 
given by 

The pdf of the { p l )  is given by 

where 

(9. lc) 

(9. ld) 

The probability that the SNR at any of the L receivers is below the value X is 
given by 

rX 

The probability that SNRs at all L receivers are below X is 
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Now, the probability that all the SNRs are smaller than the given level is also 
the ~ r o b a b i l i t ~  that the largest of them is smaller than the given level. 
Therefore, (9.2b) is the CDF for the signal with the largest SNR, p,,,. The 
pdf of p,,, can now be found by differentiating (9.2b) with respect to X and 
evaluating at p,,,: 

so that 
L DIPc L- le-D/Fc 

PP,,, (P) = = (1 - e- ) (9.2d) 
PC 

This is the pdf of the maximal SNR over L diversity paths, originally derived 
by Pierce [3]. We can use this pdf to average the conditional probability of 
error, given that p,,, = p, for any type of modulation under L-fold diversity 
with selection-diversity reception. 

9.3.1.1 Noncoherent M-ary Frequency-Shift Keying (NCMFSK) 

The modulation scheme to be analyzed under selection diversity reception is 
the MFSK system. For M-ary orthogonal signaling, the probability of error 
was derived in Chapter 7. Consistent with the receiver model of Figure 9.2, 
the conditional probability of symbol (word) error, given that the value of the 
maximal SNR of L diversity receptions is p,,, = P, is given by 

where 
p,,, = (a,2EC/No),,, = (a?Es/Ln/O),,, = P (9.3b) 

The unconditional probability of error is obtained by averaging (9.3a) over 
the variable P,  the given value of the RV whose pdf is given by (9.2d), and we 
have 
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which is also derived in [lo] in a different manner. The derivation of (9.3d) 
from (9.3~) is given in Appendix 9A.1, in which it is also shown that an 
alternative form of (9.3d) is 

9.3.1.2 Noncoherent Binary Frequency-Shift Keying (NCBFSK) 

This case corresponds to M = 2 in (9.3d) and (9.3e), leading respectively to 
the binary error probabilities given by 

The result in (9.4) can also be obtained directly by averaging the known prob- 
ability of error for binary noncoherent orthogonal modulation (NCFSK or 
NCBO), which was shown in Chapter 7 to be 

Averaging (9.5a) over P, the value of the RV whose pdf is given by (9.2d), we 
have 

roo 

Now, let x = 1 - e-Plijc. Then (9.5b) becomes 
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Because 

where, assuming a symbol is a bit, 

- n- p, = E,/LNo = G/LNo 

The error probability of the BFSK system over L-fold diversity with 
selection-diversity reception is plotted in Figure 9.3. Note that the 
incremental diversity gain is highest for small orders of diversity. 

9.3.1.3 BPSK Modulation 

For a BPSK system, the conditonal error probability is given by 

The error probability over L-fold diversity with selection-diversity reception 
is obtained from 

00 

P B P S K ( ~ ;  L, P C )  = P B P S K ( ~  I Pmaz = 8)  = 1 Q (m) pp,,,., (8 )  dB 
0 
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Figure 9.3 Probability of error for BFSK system over L-fold diversity with selection-diversity 
reception. 
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where, again assuming a symbol to be a bit, 

The details of steps from (9.6b) to (9.6~) are shown in Appendix 9B.1. We 
plotted (9.6~) in Figure 9.4. We again note that the incremental diversity gain 
is larger for small orders of diversity. 

9.3.1.4 7r/4 DQPSK Modulation System With Differential Detection 

The average bit-error rate for differentially detected n/4 DQPSK is given by 
Dl1 

pT14(e) = 2 [l - Q (do> /")) 

where Q( . , ) is Marcum's Q-function. Using the close approximation to 
Marcum's Q-function discussed in Section 1.5.8.3, it is shown in [ I l l  that this 
probability can be related to the Gaussian Q-function by the approximation 

which is very similar in form to PBPSK(e) given in (9.6a). In fact, as 
suggested in this approximation, 7r/4 DQPSK is 2.3dB inferior to a BPSK 
system. In the case of Ra~leigh fading, it is shown in [ l l ]  that the BER for 
n/4 DQPSK with no diversity is 
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= 7 order f divers y 

Figure 9.4 Error performance of BPSK over L-fold diversity with selection-diversity reception. 
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with L-fold selection diversity, it is shown in Appendix 9C.1 that the BER is 

By analogy with (9.6c), however, we expect that the selection-diversity error 
probability for ;rr/4 DQPSK is also shifted by 2.3dB in terms of the input 
SNR with respect to the BPSK selection-diversity result: 

Both (9.7~) and (9.7d) are plotted in Figure 9.5, showing that the approxima- 
tion is well within 1 dB of the exact result. The approximation, however, is 
not as close as for the Gaussian channel. This result indicates that we should 
use (9.7~) rather than (9.7d) for Rayleigh fading. 

We also observe that the BPSK selection-diversity result in (9.6~) has the 
same functional form as that for 7r/4 DQPSK in (9.7~). That is, in each case, 
the selection diversity result for L > I can be calculated using the error 
probability equation for L = 1 and appropriately scaling E b / ~ O  as indicated. 
This suggests that the formula (9.7~) can be applied to other binary 
modulations, with PTI4(e; 1) replaced by the appropriate Rayleigh fading 
error probability. This same type of "universal formula" will also be 
observed for the case of equal-gain diversity in Section 9.3.2. 

9.3.2 Equal Gain Diversity Combining 

9.3.2.1 M-ary Noncoherent Orthogonal Modulation System 

We consider a situation in which an L-fold diversity scheme is implemented 
for an M-ary orthogonal system to combat the Rayleigh fading channel, and 
we first wish to evaluate its error performance when there is no fading. Of 
course, if the channel is assumed to be nonfading, one normally would not 
employ such a diversity scheme. Our ultimate objective is to obtain the error 
performance of the system using the diversity scheme in Rayleigh fading, and 
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m 

order ( 

Figure 9.5 Error performance of ~ 1 4  DDPSK over L-fold diversity with selection.diversity 
reception. 
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the Gaussian channel performance serves as an interim result that leads us 
mathematically to the error performance under Rayleigh fading through the 
averaging operation. 

Figure 9.6 depicts a typical postdetection, equal-gain diversity combin- 
ing receiver for L-fold diversity. The symbol decision statistics for each 
branch are combined (summed) with equal gains to obtain overall decision 
statistics. We assume an M-ary noncoherent orthogonal system, with 
quadratic detection [lo] as we discussed in detail in Chapter 7. Regardless of 
the type of diversity employed, for noncoherent quadratic detection and 
equal-gain combining, the analysis result is the same. 

Suppose that the M symbol statistics from L independent receptions are 
summed, producing the M decision variables 

where the RV Zml is a chi-squared random variable with two degrees of 
freedom, denoted 

Transmitted 
signal 

- 
Diversity 

-b channel #l 
(all 44 M 

Diversity 
--+ channel #2 

4d #2 M 

Diversity 
channel #e 

Diversity M-ary 
--) channel #L  receiver 

#L M 

5, 
+ 

User 
data 

Figure 9.6 Postdetection equal-gain diversity-combining receiver. The {al) and {&} are iid 
Rayleigh and uniform RVs, respectively, and the {nl(t)} are iid Gaussian RVs, 
1 = 1 , 2  ,..., L. 
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~ ~ ~ ~ ( 2 ;  Xml), symbol m was sent 
&l = 

symbol m was not sent 

where u2 is the variance of the zero-mean Gaussian noise in diversity channel 
1 for symbol m, assumed to be equal to that of the independent noise terms in 
all the other symbol and diversity channels. The noncentrality parameter Xm1 
for the case in which the mth symbol was transmitted is equal to twice the 
SNR in diversity channel: Xml = 2p, assuming that this average quantity is 
equal for all diversity channels. 

Because the sum of independent, equally weighted chi-squared RVs is 
also a chi-squared RV, for L-fold diversity and equal-gain combining we have 
the symbol decision statistics given by 

U ~ ~ ~ ( ~ L ; X , ) ,  symbol m was sent 

u2x2(2L), symbol m was not sent 
where 

Now, without loss of generality, let us assume that the first symbol is trans- 
mitted (m = I), so that the first symbol channel in each of the L diversity 
receivers contains signal plus noise, while the other symbol channels are 
noise-only channels. Thus, given that the value of Z1 is a ,  the probability of 
symbol error with L-fold diversity is 

where 

The unconditional symbol-error probability is obtained by averaging (9.10a) 
with the pdf of Z1: 
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(9.10d) 

We show the details of the derivation in Appendix 9A.2. The final expression 
for the L-fold diversity error probability of an M-ary noncoherent orthogonal 
modulation in the AWGN channel with power spectral density $No is given 

by 

where 

(9.1 la) 

(k) with co(q) = 1, all q, and Cn (x) is the generalized Laguerre polynomial, 
defined by 
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Example 9.1 The first three Laguerre polynomials are given by 

Example 9.2 The Laguerre polynomials can be computed recursively using 
the relation 

(k) with Lo (x) = 1 and @)(I) = k + 1 - x. For example, 

Each M-ary symbol conveys K = log2M bits of information. Thus, 
the symbol energy-to-noise ratio is L p  = E,/No = KEb/No. Asymptotically, 
as p  approaches zero, the symbol-error probability approaches ( M  - 1)/M, 
the probability of error in a purely random selection of one out of M equally 
likely choices. Thus, we have 

which is plotted in Figure 9.7 for M = 2 and M = 64. As the graphical 
results show, when diversity is used in combination with noncoherent M-ary 
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Figure 9.7 Bit-error performance over the AWGN channel for L-fold diversity combining of M- 
ary noncoherent orthogonal modulation. 
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orthogonal signaling on the Gaussian channel, the bit-error probability 
increases. This increase in the error probability is due to the fact that the 
amount of noise added by the diversity receptions is greater than the amount 
of signal power added, resulting in a net "noncoherent combining loss" [12]. 

9.3.2.2 MFSK With Rayleigh Fading 

We saw in Section 7.2.2.7 that, in Rayleigh fading, the error performance of 
MFSK is proportional to Upavg. We now show that the error performance in 
Rayleigh fading can be improved by combining independent diversity 
receptions of the symbols by finding the average of the symbol error 
probability given in (9.12a) with respect to the pdf for the SNR, p. Starting at 
(9A.7a) in Appendix 9A.2, the average symbol error probability can be 
written 

where, by the theorem of expectation (1.53~): 

1 
~,{f(p)} = Jmf(a) pp(a) d a  = Lmf(a) - e+p~vg cia 

o Pavg 

The average of the pdf of Zl for L = 1 is 

Oi, 1 
E, {2a2pzl (2a2x) } = 1 eAXwa 10 (2 fi) - e-"/~aug d a  

o Pavg 

Let u = a(l + llpavg) = a ( 1  + pavg)/pavg; the integral then become 
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- - e-" Pavgx 
1 + Pavg .exp{ 1 + Pavg 1 . 1  

so that 

In this development, we use the notations px2( ; 2,  A )  and px2( - ; 2 )  to 
indicate, respectively, the pdfs for a noncentral chi-squared RV with two 
degrees of freedom and noncentrality parameter X and for a central chi- 
squared RV with two degrees of freedom, as defined in Section 1.5.9.1. Thus, 
Z1 = a2(1 + pa ,g )X2 (2 ) .  This result implies that Z1 in Rayleigh fading for 
L > 1 is a 2 ( l  +pa,,) times a x 2 ( 2 L )  RV, because the sum of equally 
weighted chi-squared RVs is also a chi-squared RV. Thus, the expectation of 
the pdf of Z1 for L > 1 is 

and 

- - 1 I[ ]L1ex/~l+paw) 

1 + pavg r ( L )  1 + Pavg 

Substituting this result in the error expression in (9.13a), we obtain 
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The integral may be written 

Substituting this result in the error expression (9.14a) produces 

Example 9.3: Binary case. For M = 2, the average bit-error probability is 

and (9.15a) can also be put into the form 

Although we derived the result in (9.15b) from the M-ary noncoherent case, it 
holds as a formula for many other binary modulations with L-fold equal-gain 
diversity combining, such as BPSK, DPSK, and 7r/4 DQPSK [5, 8, 111. 

Example 9.4: M = 4. For M = 4, the BER corresponding to (9.14~) 
becomes 
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- 
where pa,, = 2Eb/LNo. This expression cannot be made to have the simple 
relationship with the L = 1 expression that holds for the binary case. 

The bit-error probability for M-ary orthogonal modulation in Rayleigh 
fading and L-fold diversity with equal-gain diversity combining is shown for 
M = 2, 4, and64 in Figures 9.8 to 9.10, respectively. The realization of a 
diversity gain is clearly seen in these figures. For example, from Figure 9.8 we 
observe for M = 2 for an error probability of lop5, about 20dB less SNR is 
required for L = 2 than for L = 1. The gain is about 25 dB for L = 3 and 
about 28 dB for L = 4. Note in these figures that L = 1 gives the lowest 
probability of error for low values of Eb/NO, but as Eb/No increases, the 
value of L giving the lowest BER increases. 

The amount of diversity gain at a particular required value of the error 
probability as a function of L increases slightly with the value of M. This 
fact is illustrated in Figures 9.11 through 9.14, for L = 1 to 4, respectively; 
these figures show that the performance curves for M = 2, 4, 8, 16, 32, and 
64 are increasingly spread apart as L is increased. 

Note from Figures 9.11 to 9.14 that the error probability is propor- 
tional to p,-,$ for high SNR, while at low SNR, the error probability increases 
with L. This behavior gives rise to an optimal value of diversity as a function 
of SNR or, alternatively, as a function of the desired value of error 
probability. As shown in Section 9.3.2.5, for BFSK (M = 2 NCBO system) 
and L-fold diversity combining, using the optimal value of diversity can 
restore the performance of the system in fading to within about 5dB of its 
performance on the Gaussian channel. 

9.3.2.3 BPSK Modulation Under L-fold Diversity With EGC Reception 

We stated earlier that the BER formula for L-fold EGC diversity combining, 
given in (9.15b) for binary noncoherent orthogonal modulation, holds for 
many other binary modulations and, therefore, can be considered a "universal 
formula." That is, for the BPSK modulation we have only to use the formula 
given in (9.15b) to write 
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Figure 9.8 Bit-error performance for a binary orthogonal system with diversity in Rayleigh 
fading. 
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Figure 9.9 Bit-error performance for an M = 4 orthogonal system with diversity in Rayleigh 
fading. 
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Figure 9.10 Bit-error performance for an M = 64 orthogonal system with diversity in 
Rayleigh fading. 
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Figure 9.1 1 Bit-error performance M-ary orthogonal systems in Rayleigh fading for L = 1 (no 
diversity). 
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Figure 9.12 Bit-error performance M-ary orthogonal systems in Rayleigh fading for L = 2. 
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Figure 9.13 Bit-error performance M-ary orthogonal systems in Rayleigh fading for L = 3. 
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Figure 9.14 Bit-error performance M-ary orthogonal systems in Rayleigh fading for L = 4. 
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where PBPsK is the BPSK error probability over the Rayleigh fading channel 
without diversity [see (7.42e)l given by 

withEb = LE,. We now derive PBpSK(e; L)  and show that the claim of 
universality of the formula is true at least for the case of BPSK modulation. 
For our derivation, we use the postdetection EGC combining receiver shown 
in Figure 9.15. We use the fact that, for equal-gain combining and 
independent noise in each diversity channel, the SNR at the output of the 
comiiner is the sum of the c h a n n e l S ~ ~ s .  

Diversity Receiver z i  I 
channel #I #I 

(al ,  $1) = a ~ ~ c / ~ o  

Diversity Corn biner 
Receiver zi2 

channel #2 #2 
(a23 $2) 

Diversity Receiver zie 
channel #l 

(at- $e) 
#' p e = ~ E c / N ~  

I 

Diversity Receiver z m ~  
channel #L 

#L 
( a ~ t  4 ~ )  

+ 
User 
data 

Figure 9.15 Postdetection EGC receiver for a BPSK L-fold diversity system. 
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The analysis is a slight extension of the method used in obtaining the 
fading channel error performance by averaging the AWGN channel error per- 
formance expression: 

Let 

where 
n 

PI = alEc/No, 1 = 1 , 2  ,..., L (9.18~) 
with 

and 

Thus, the task is to obtain 

where yc is given by (9.18b) and (9.18~). It appears that we need the pdf of y,, 
which is Ec/No times a sum of L independent Rayleigh random variables. 
Recall that the square of a Rayleigh RV is the sum of the squares of two 
independent Gaussian RVs [see (1.109e)J and, hence, it is a scaled central chi- 
squared RV with two degrees of freedom. This view identifies the RV y, as a 
scaled chi-squared RV with 2L degrees of freedom [see (1.133a)l. Another 
reasonable approach in finding the pdf of yc is to use "the characteristic 
function method" (see Section 1.5.1.2), and then obtain the pdf from the 
inverse Fourier transform of the characteristic function CYc(jv). Pursuing 
this latter approach, we have 
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Indeed, we recognize (9.19b) to be the characteristic function of a scaled 
central chi-squared RV with 2L degrees of freedom [see (1.132e)l. That is: 

so that the pdf of yc is given by 

Substituting (9.19d) in (9.19a) and carrying out the integration, we obtain 

where 

and 

The steps from (9.19e) to (9.190 are shown in Appendix 9B.2. The fact that 
(9.198 is identical to (9.15b) suggests that the expression is a universal formula 
for L-fold diversity with EGC reception for any binary symbol (chip) 
modulation. (9.19f) is plotted in Figure 9.16 as a function of & / N ~  with the 
order of diversity as a parameter. 
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Figure 9.1 6 Equal-gain diversity reception of BPSK error performance with L-fold diversity 
over the Rayleigh fading channel. 
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9.3.2.4 7r/4 DQPSK Modulation With Differential Detection Under L - f o l d  
Diversity With EGC Reception 

For 7r/4 DQPSK modulation with differential detection in the Rayleigh 
fading channel, the symbol-error probability is given by [I31 

The derivation of this probability is also shown in Appendix 9C.1 as the case 
of L = 1. For L-fold diversity and EGC reception in Rayleigh fading, it is 
shown in Appendix 9C.2 that the BER for 7r/4 DQPSK is 

Note that this probability has the same form as (9.15b) and (9.194 for BFSK 
and BPSK, respectively, in the way that the probability for L > 1 is related to 
the probability for L = 1. Calculations of (9.20b) are shown in Figure 9.17. 

9.3.2.5 Noncoherent Binary Orthogonal System and Optimal Diversity 

From the general M-ary noncoherent orthogonal system BER for L-fold 
diversity with EGC reception in Rayleigh fading, it was shown in (9.15a) to 
(9.15~) that the BER for the binary case of M = 2 is given by the formula 

where 

The BER is plotted in Figure 9.18 as a function of $ / N O  in dB, with the 
order of diversity as a parameter. Note that, as L increases, the equal-gain 
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Figure 9.17 Equal-gain diversity reception of ~ 1 4  DQPSK error performance with L-fold 
diversity over the Rayleigh fading channel. 
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NCFSK 

Figure 9.18 EGC reception of NCBO system under L-fold diversity over the Rayleigh fading 
channel. 
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combining results in a higher BER for low values of &,/No and a lower BER 
for high values of Eb/NO. We chose this particular modulation case to 
illustrate how we can implement optimal diversity in the sense that there is 
value of L, as a function of E b / ~ O ,  that gives the minimum value of the BER 
in fading, and when this value of L is used, the probability of error is restored 
to within about 5 dB of the error probability for no fading. 

9.3.3 Maximal Ratio Combining Diversity Reception 

In maximal ratio combining (MRC) diversity reception, the phases of the 
diversity signals being added together are aligned (made mutually coherent) 
and their envelopes are weighted in proportion to the square roots of their 
SNRs. MRC, first discussed by Brennan [13], is the optimal form of diversity 
combining because it yields the maximal SNR achievable. As shown shortly, 
the optimal combining requires exact knowledge of SNRs as well as the 
phases of the diversity signals. MRC diversity combining achieves an SNR at 
the combiner output that is equal to the sum of the SNRs in the diversity 
channels: 

where p ~  is the combined SNR and the {p j ;  j = 1,2, . . . , L) are the SNRs of 
the individual diversity channels. 

MRC is used in the IS-95 system on both the forward and reverse links 
in the multipath diversity schemes, and, hence, the Rake diversity used in the 
CDMA cellular system is MRC diversity reception, as is discussed in detail in 
the next section. Basically, MRC is similar to EGC, except that each diversity 
channel is multiplied, not by an "equal gain," but by a gain proportional to 
the square root of the SNR of that channel. Therefore, the performance of 
EGC diversity reception behaves in a way that is similar to that of MRC and 
yields a lower bound, because MRC is the optimal form of combining. 



Diversity Techniques and Rake Processing 965 

9.3.3.1 Optirnality Proof of MRC Diversity Reception 

Here we prove that Brennan's MRC diversity reception does deliver the 
maximal possible SNR at the output of the diversity combiner. Consider 
Figure 9.19, which depicts the MRC scheme. For convenience we use 
complex envelope notation for the analysis. The received waveform for 
diversity channel 1 is given by 

The conventional envelope and phase representation for the real-valued signal 
waveform is 

Diversity M 
channel #I 

( a r ,  $1) PI 

Diversity 
channel #2 

channel #e 

Diversity 
channel #L 

PL 

Figure 9.1 9 Complex envelope diagram of MRC diversity reception. 
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where a1 is the Ra~leigh attenuation factor, Al is the signal amplitude without 
fading, and 41(t) is the signal phase, for channel 1. In complex envelope 
notation, we have 

where 
n a (t) = R1 (t) ej4l@) = Rl (t) cos 41(t) + j ~ r ( t )  sin h ( t )  

= scl (t) + j ssl (t) (9.23~) 

Note that complex envelope notation is "lowpass" waveform notation. 
Likewise, for the noise term we have 

nl (t) = nCl (t) cos wot - nsl (t) sin wot 

= Nl (t) cos[wot + 81 (t)] = Re{nl(t) ejwot } (9.23d) 

where Nl(t)  is the noise envelope, and the noise phase and complex envelope 
are 

n (t) = Nl (t) eje@) = Nl (t) cos 81 (t) + j Nl (t) sin 81 (t) (9.239 

Thus, we have 

%(t) = %(t) + m(t), 1 = 1,2, . . .  , L  (9.24a) 

The principle of MRC reception is that we multiply the received 
waveform yl (t) by the pingl ,  which is complex in general, and then add the 
output of the diversity channels as indicated in Figure 9.19. Our objective is 
to find the specific form of gl for 1 = 1,2, .  . . , L. If we find gr to be pro- 
portional to the square root of (SNR)l, the channel SNR, we have proven the 
principle of MRC and have shown that the total output SNR is the 
maximum. 
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From Figure 9.19, we note that the complex envelope of the lth 
waveform being combined is 

where we assume that 

To proceed with the development, we introduce the following complex 
variables: 

n 
ul = g h  (9.25a) 

and n sl 
~1 = - (9.25b) 

0 1  
We then find that 

represents the signal term in the Ith channel after the gain multiplication. 
Also. we see that 

where 

is the SNR for channel 1; that is, (SNR)l. The term 

is then the noise power at the lth channel after the gain multiplication. 
Because there are L inputs to the combiner, we form the vectors U and V: 
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where {ul) and {vl) are defined in (9.25a) and (9.25b). The Schwarz in- 
equality is given by 

I ( u 7  v )12  5 Iu12~~12 (9.28a) 

with equality if and only if 
U = K V  

where K is a scalar. Thus, the Schwarz inequality in terms of the vectors of 
(9.25a) and (9.25b) may be written 

with equality if and only if 
I L ~  = Kvl 

Let us examine each term in (9.29a): 

where 2 1 ~ 1 ~  is the total complex signal power at the output of the combiner; 

where 2 4  is the total complex noise power; 

Substituting (9.30a), (9.30b), and (9.30~) into the Schwarz inequality in (9.20a), 
we have 
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if and only if 
ul = Kvl 

The condition (9.31b) is 

We thus conclude that 

if and only if the gain of each channel is proportional to the square root of 
the (SNR)l and inversely proportional to the rms value of the noise in that 
channel, with the same constant of proportionality (K) for all L diversity 
channels; that is: 

Note also that the signal phase of the lth received complex envelope, dl(t), 
must be measured, where 

This proves the optimality of the MRC diversity reception scheme of 
Brennan [13]. To implement the MRC scheme, we need to have the means to 
measure the signal phase and SNR in each diversity channel to accomplish the 
coherent addition of all signals. 

9.3.3.2 Example of MRC 

Consider the dual-channel diversity combining depicted in Figure 9.20, where 
the signals in the two channels are coherently combined before detection 
based on the MRC principle. We assume that the carriers in the two channels 
are made coherent by some phase alignment process and that nl (t) and nz(t) 
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Y 
cos oot + n l ( t )  

Carrier phase 
alignment Combiner 

I Carrier phase 
alignment 

m2 cos mot + n2( t  ) 

Figure 9.20 Coherent combining of two waveforms with independent noise components. 

are statistically independent, zero-mean Gaussian noise waveforms with 
variances a: = Ni, i = 1,2 .  Note that the signal power in each channel is Si, 
i = 1,2. We wish to find the gains GI and G2 that maximize the output 
SNR, denoted (SNR),, and to find its maximal value, (SNR),,,,,. 

First, we need to express the output SNR as a function of GI and G2, 
the parameters to be adjusted to maximize (SNR),. The output of the 
combiner is given by 

The signal power P, is given by 

P, = ;(GI&+ ~ 2 & ) ~  = (GI\/s;+ ~ 2 6 ) ~  

and the noise power P, is given by 

P, = [Glnl(t) + G2n2(t)12 = Gfu? + Gia i  = G ? N ~  + G ; N ~  

The output SNR is given by 
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To the find the gains G1 and G2 that maximize (SNR),, we take the partial 
derivatives with respect to G1 and G2 and set the results to zero: 

and 

From these partial derivatives, we obtain the simultaneous equations 

Note that these equations are dependent and produce identical solutions, 
namely 

The implication of (9.34f) is that, while the gain Gi for channel i needs to be 
proportional to the rms signal power and inversely proportional to the noise 
power of each channel, it is the relative gain that matters; that is, had we set 
G2 = 1, G1 would have been found to be 

Thus, the maximal (SNR), can be evaluated as 
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-.- ( ~ 1  sl + & ) I  ( S 2 )  - ( S l  s 2 )2  
N2 6 -+ -  

- - N1 N2 

- . -  s1 s 2  N 2 5 l i N 2  -&= -+- 
N1 S2 N1 N2 

We therefore have the equivalent MRC diversity receiver as shown in Figure 
9.21. This example illustrates the principle of MRC diversity reception that 
we developed in this section. 

9.4 The Rake Receiver Concept 

The Rake concept was introduced in 1958 by R. Price and P. E. Green 
through their paper [14] entitled, "A Communication Technique for Multi- 
path Channels." They described an implementation of the Rake concept in 
equipment designed for operation in the H F  band. 

Carrier phase 

Y \ 
cos mot + n l ( t )  

'i Carrier phase 
algrment 

.J2S2 cos i o t  + n2( t  ) 

Combiner 

Figure 9.21 Alternative MRC diversity reception receiver to that of Figure 9.20. 
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For a fading multipath channel in which the maximal delay spread is 
T, sec, the Rake concept uses a special wideband signal of bandwidth W Hz, 
where W >> l/Tm. The signal is structured to have a pseudorandom 
character, with an autocorrelation function whose width is on the order of 
1/W, that permits the isolation of individual multipath signal components for 
coherent combining. If a signal has the form of a PN sequence C(t) modu- 
lating a carrier, we have the modulated waveform 

m(t) = C(t) cos wot (9.36a) 

where wo is the carrier angular frequency. The signal's autocorrelation func- 
tion is then given by 

R,(T) = m(t) m(t + T) 

= E{C(t) cos wet . C(t 4- 7) cos [wo(t + T)]) 

= E{C(t) C(t + T)) . E{COS wet cos [WO (t + T)] ) 
1 = R, (T) . 5 cos W ~ T  (9.36b) 

where R,(T) has essentially zero correlation for 171 > 1/W, as shown in 
Figure 9.22. Thus, the autocorrelation function of the wideband PN 
sequence is approximately expressed as 

Figure 9.22 Autocorrelation function of a PN sequence wi th  a rectangular basic waveform. 
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9.4.1 Basics of Rake Receiver Design 

Recall that the output of a multipath channel can be modeled by the sum of 
attenuated and delayed versions of the signal (see Section 4.2.1.1): 

so that in complex envelope notation, we have 

where the attenuation factors {a,), possibly time varying, are real numbers 
that represent the propagation loss on individual paths, which are indexed by 
n. The delays {T,), also possibly time varying, represent path delays. 

Suppose now that the signal is pseudorandom, with a correlation width 
of 1/W. Then, the cross-correlation of the received signal with the local 
replica 

selects the path with delay within f 1/W of 

if one exists, and produces an estimate of its amplitude and phase. The mech- 
anism can be explained as follows: 
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From (9.36~) we know the form of the autocorrelation function to be 

so that for some value of n (denoted nl): 

if there is aTnl E (7,) such that IWT,, - kl < 1. This selection process is 
illustrated in Figure 9.23. 

The Rake receiver, as conceived by Price and Green, is made up of a 
bank of cross-correlators, each with successive delays of 1/W. Each cross- 
correlator extracts from the total received signal only that portion corre- 
sponding to multipath contributions arriving at a particular delay. Because 
the multipath delay spread is assumed to be T,, a total of 

versions of the transmitted signal can be isolated (resolved) and combined. 
Thus a Rake receiver uses a form of L-fold diversity, without requiring the 
replication of equipment (other than the cross-correlators) to ensure inde- 

Figure 9.23 Mechanization of selecting the path with delay equal to 5 3 .  
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pendent diversity receptions. The basic Rake receiver structure is a tapped 
delay line that attempts to collect the signal energy from all the signal paths 
that fall within the span of the delay line and to combine them optimally, as 
depicted in Figure 9.24. The tapped delay line structure is reminiscent of an 
ordinary garden rake, so the nickname for the receiver used by Price and 
Green [14] is the so-called Rake receiver. 

9.4.2 The Essence of Price and Green's Rake Concept 

Price and Green used a PN sequence generator in combination with FSK to 
develop orthogonal wideband "mark" and "spacen waveforms: 

~ ( t )  = PN(t) cos 27~ fat for mark waveform (9.40a) 
and 

ml (t) = PN(t) cos 27r fbt for space waveform (9.40b) 

where PN(t) denotes a PN sequence time waveform, and fa and f b  denote 
mark and space carrier frequencies, respectively. During a particular symbol 
interval, the received signal is either 

where the (7,) are the multipath delays. The tapped delay line outputs 
(referenced to the end of the delay line) therefore are 

Receiver 
front end 

I Combine taps optimally I 
TO demodulator 

Figure 9.24 Tapped delay line combiner. 
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where W is the bandwidth of the wideband PN(t) waveform, and the 
concept is depicted in Figure 9.25. The autocorrelation and cross-correlation 
functions of mo(t) and ml (t) are 

R,, (T) = mo (t) mo (t + T) = PN(t) PN(t + T) c o s ( 2 ~  fat) cos[2n fa(t + T)] 

I 01 otherwise 

R,, (T) = ml (t) ml (t + T) = PN(t) PN(t + 7) c o s ( 2 ~  fbt) c o s [ 2 ~  fb(t  + T)] 

= R p N ( ~ )  . ~ C O S ( ~ T  f b ~ )  

RpN(o)(l - I W T ~ )  ! ~ c o s ( ~ T ~ ~ T ) ,  IWT~ < 1 

otherwise 
and 

Rmom, (7) = ~ l ~ ( t )  ml (t + 7) = PN(t) PN(t + T) C O S ( ~ T  fat) C O S [ ~ T  fb(t  + T)] 

M RpN(7). 0 = 0 (9.43~) 

Receiver - 1 - 1 - 
front end * w W 

s(t+L/W - - - - - - - - - - - - - - s(t+2/W) s(t+l/ W) s( t )  
(reference) 

Figure 9.25 Tapped delay line Rake diversity reception concept used by Price and Green. 
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Price and Green used the correlation of the taps with the sum of ~ ( t )  and 
ml(t) to estimate the multipath gains at the tap delays. Suppose that the 
mark symbol was transmitted. In principle, they used filtering to compute 

But 

where 

and 

Thus, (9.43d) becomes 

otherwise 

which gives the estimate Zk for the fading factor ak for the mark symbol. 
Similarly, for the case in which the space signal is being received, the 

cross-correlation gives 
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1 
XI ,  ~RPN(O) ak (9.44~) 

Having the multipath gains (21,) at the tap delays, the signals at the taps 
can be weighted in proportion to their gains and summed coherently. The 
summed result is then correlated with the possible message waveforms to 
form mark and space decision variables. Therefore, we see that the original 
Price and Green Rake receiver is a form of MRC diversity receiver, and, 
hence, the term Rake contains the connotation of MRC as a feature as well. 
This is depicted in the Price and Green diversity receiver configuration 
diagrammed in Figure 9.26. 

Figure 9.26 is a simplified version of the Rake receiver used by Price 
and Green. In the original scheme, they used special heterodyning circuitry 
to refine the coherent combining. They also took advantage of the linearity 
of the various receiver operations to minimize the hardware. For example, 
the diagram shown in Figure 9.26 features correlations afer the combining 
that both isolate the paths and form the symbol decision variables; that is, 
mo(t) and ml(t)  are correlated with the sum of weighted and delayed 

Figure 9.26 Essential features of the Rake receiver configuration invented by Price and Green 
1141. (The {&) are fading parameter estimates.) 

A 

&dt 

7 mo(t) = PN(t)cos2xfat I largest 7 
- 

Select 
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versions of the total input signal. The sum has the form 

and after the correlation with the signal waveforms m ( t )  = PN(t) cos 2.rrfat 
and ml (t) = PN(t) cos 2.rr fbt, the multiple paths "line up" and are coherently 
combined: 

where i and j take the values 0 and 1. An equivalent procedure, because the 
operations involved are linear, is to isolate the individual path waveforms 
prior to combining; that is, to form the terms 

These terms, a set for the mark hypothesis (j = 0) and a set for the space 
hypothesis (j = I), are then combined using the weights to produce 

and 

For a signal bandwidth much greater than the inverse of the delay 
spread (WT, >> I), it is possible to resolve the multipath components into 
separate signals at delay intervals of 



Diversity Technisues and Rake Processing 981 

The relative amplitudes and phases of the existing multipath components are 
found by correlating the received waveform with delayed versions of the 
signal or vice versa. The energy in the multipaths can be recovered effectively 
by combining the (delay-compensated) multipaths in proportion to their 
strengths. This combining is a form of diversity and can help overcome 
fading. Multipaths with relative delays less than At = 1/W cannot be 
resolved, and if existing, contribute to fading; in such cases forward error- 
correction coding and power control schemes play the dominant roles in 
mitigating the effects of fading. 

9.4.3 The Use of the Rake Concept in IS-95 

In CDMA cellular and PCS systems, the cell site-to-mobile (forward) link uses 
a "three-finger" Rake receiver, and the mobile-to-cell site (reverse) link uses a 
"four-finger" Rake receiver. The terminology, "n-finger" Rake, indicates that 
the number of paths that can be combined is n. Recall that Price and Green's 
original Rake receiver used L equally spaced delay-line taps for combining up 
to L paths. 

The use of the term "Rake" in describing the IS-95 receiver design is 
somewhat different from the design originally put forward by Price and 
Green. The IS-95 Rake receivers detect and measure the parameters of 
multiple signals that may be used for diversity reception or for handoff 
purposes, and combine the multiple signal paths coherently (i.e., in symbol 
synchronization) after demodulation of each path signal (postdetection com- 
bining) based on the MRC principle. 

In the IS-95 system, the detection and measurement of multipath 
parameters are performed by a "searcher receiver," which is ~ ro~ramrned  to 
compare incoming signals with portions of the I- and Q-channel PN codes. 
Multipath arrivals at the receiver unit manifest themselves as correlation 
peaks occurring at different times. A peak's magnitude is proportional to the 
envelope of the path signal, and the time of each peak, relative to the first 
arrival, gives a measurement of the path's delay. It is therefore clear that the 
IS-95 design takes the approach of determining what paths exist, rather than 
having a predetermined, fixed number of taps as in Price and Green's original 
Rake receiver. 

The PN chip rate of 1.2288 MHz allows for resolution of multipaths at 
time intervals of (1.2288 x lo6)-' = 814 x 10' = 0.814~s .  Because all the 
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base stations use the same I and Q PN codes, differing only in code phase 
offset, not only multipaths but also other base stations will be eventually 
detected by correlation (in a different "search window" of arrival times) with 
the portion of the codes corresponding to the selected base stations. Thus, 
the searcher receiver can maintain a table of the stronger multipaths and/or 
base station signals for possible diversity combining or for handoff purposes. 
To be useful, the table must register time of arrival, signal strength, and the 
corresponding PN code offset. 

On  the reverse link, the base station's receiver that is assigned to track a 
particular mobile transmitter uses the I- and Q-code times of arrival to 
identify mobile signals from users affiliated with that base station. Of the 
mobile signals using the same I- and Q-code offsets, the searcher receiver at 
the base station can distinguish the desired mobile signal by means of its 
unique scrambling long PN code offset, acquired before voice transmission 
begins on the link using a special s re amble for that purpose. As the call 
~roceeds, the searcher receiver is able to monitor the strengths of multipaths 
from the mobile unit to the base station and to use more than one path 
through diversity combining. 
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Appendix 9 A  Derivation of M-ary Orthogonal Diversity Performances 

9A.1 Selection Diversity 

The integral to be solved is 

Using integration formula 3.312.1 of [15], the integral in (9A.la) can be put 
into the form 
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where 

and the beta function is 

Thus (9A.2b) can be written 

When substituted in (9A.la), this result gives the error probability shown in 
(9.3d). Instead of this finite product form, (9A.2a) can be further transformed 
to yield a finite summation: 

When substituted in (9A.la), this expression gives the error probability 
shown in (9.3e). 

9A.2 EGC Diversity Reception 

The inner integral in (9.10~) is determined to be 



Diversity Techniques and Rake Processing 989 

and raised to the ( M  - 1)st power, it is , 

The probability of symbol error then is 

To complete the derivation, it is necessary to expand the power of the sum- 
mation in (9A.4~) and then carry out the indicated integration. Because the 
summation is finite, the power of the summation has the form 
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Using the J. C. P. Miller multinomial expansion [12, 161, the coefficients of 
the exansion, {cn(q)), can be shown to be 

with co(q) = 1 for all q. 

Example computation of the coefficients. Let L = 3 and q = 4. Then 
q(L - 1) = 9 coefficients are needed, and are computed as follows: 

We may check these computations by direct calculation of the coefficients: 
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Returning to the derivation, with the expansion of the power series, the error 
probability (9A.4~) becomes 

where the integrand is 

From a table of integrals [15, formulas 6.643.2 and 9.220.21 we find that the 
integral in (9A.7a) is of the form 

where 

and 
r ( b )  " xi r ( a + i )  

,Fl(a; b; x )  = - - . 
( a )  = i !  r ( b  + i) 

is the confluent hypergeometric function [17, Chapter 131. Applying the 
solution for the integral results in the expression 
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For computational purposes, this result can be simplified by using Kummer's 
transformation for the confluent hypergeometric function [17] 

Applying Kummer's transformation to the confluent hypergeometric func- 
tion in (9A.9a) results in a finite series: 

this factor = 0 for n > i 

(-l) 'n!/(n - i)! 
A 

= e ~ ~ / ( q + l )  " W )  
C ( L + i - l ) !  

.I-n)(-n + l)- . . (-n + i  - 17 
i=O 

degree n Laguerre polynomial 

When this expression is substituted in (9A.9a), the error probability given in 
(9.1 la) of the text results. 

Appendix 9B Derivation of BPSK Diversity Performances 

9B.1 Selection Diversity 

The desired result is given by the integral 
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where Q( . ) is the Gaussian Q-function. The solution proceeds as follows: 

fading and no diversity, as 
(7B.1), with p replaced by 
(7B.2), we can write 

Note that the integral in (9B.2) is the BPSK probability of error in Rayleigh 
formulated in Appendix 7B in the line following 
( k  + I). ~hi re fore ,  with this substitution in 

and (9B.2) becomes 

9B.2 EGC Diversity Reception 

The integral to be solved, (9.19e), can be put into the form 
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where B( . , . ) is the beta function. Note that the lower limit of the integral 
in (9B.5b) is a, which causes the integration result to be a function of &. 
We can make the result be a function of the binary probability of error p by 
malung p be a limit of the integration by choosing the following transforma- 
tion of variables. Let 

Then the integration limit 6 in (9B.5b) becomes 

Solving for u as a function of y,  we obtain 

so that (9B.5b) becomes 

where I,(L, L)  is the incomplete beta function [17, formula 6.611. The 
integral is easily manipulated to solve for a computable expression: 



Diversity Techniques and Rake Processing 995 

Although this expression is easily computed, we want to show that it is 
equivalent to the "universal" binary error probability for L-fold diversity. 
This is accomplished by the following manipulation to convert the series in 
powers of p to a series in powers of (1 - p): 

in which the order of summation has been exchanged. The sum over k may 
be recognized as related to the Gaussian hypergeometric function: 
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where we may use an infinite upper limit to the sum because the terms for 
k > L - 1 - 1 are zero, and the hypergeometric function is given by 

For the special case of a unity argument, we have [6, formula 15.1.201 

Applying (9B.9b) to (9B.8b) results in 

Substituting this result in (9B.8a) gives 

which is the desired form, the "universal" formula. 
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Appendix 9C Derivation of ~ 1 4  DQPSK Diversity Performances 

9C.1 Selection Diversity Performance 

In [Ill it is shown that for no noise correlation, the decision statistic for 7r/4 
DQPSK is the difference of two independent, scaled noncentral X 2  random 
variables with two degrees of freedom: 

where p = 2Eb/No. Given p, the characteristic function for this RV is 

Averaging this characteristic function over the pdf for p in the case of 
selection diversity gives 

03 

= C/ cy (jp; 8) e-PIFc (1 - e-pl~c) ' - I dB  

PC 0 

in which the integral is 
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where 

and 

Thus, the probability of error for Rayleigh fading and L-fold 
diversity is given by 

(9C.2d) 

selection 
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9C.2 EGC Diversity Reception 

For L = 1, the characteristic function for the .7r/4 DQPSK in Rayleigh fading 
becomes the expression in (9C.2b) for I = 0: 

where 

and 

For the case in which L independent diversity receptions of the signal are 
combined with equal gain, the characteristic function (9C.4a) becomes 

which is the characteristic function for the difference between two independ- 
ent chi-squared RVs, each with 2L degrees of freedom: 

Therefore, the BER is 
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CDMA Cellular System Design and Erlang 
Capacity 
The basic concept of a cellular communications system is the division of the 
coverage area into cells in which the resource that provides the medium for 
communication is reused. As we saw in Chapter 3, in connection with analog 
cellular systems based on FDMA, the practical implementation of the cellular 
concept involves dealing with the reality of cochannel interference. This 
interference is due to the fact that the radio signals generated in a particular 
cell cannot be contained within that cell, but inevitably act as interference to 
receivers in neighboring cells to an extent that diminishes with distance. 
Therefore, an important aspect of analog cellular engineering is the tradeoff 
between spectral efficiency and the reuse distance that determines the user 
capacity of the system. As we see in this chapter, a digital cellular system 
based on CDMA must contend with not only cochannel interference from 
neighboring cells, but also cochannel interference within the cell, and the 
systems engineering design is based on managing this interference to achieve 
maximal capacity. 

In explaining the basics of CDMA cellular systems engineering design in 
this chapter, we first introduce the parameters and quantities that characterize 
CDMA cells, most of which deal with cochannel interference. We then 
relate link margin to a measure of link reliability, derive the capacity of the 
system in terms of Erlangs of user communications traffic, and show the 
tradeoff between coverage and capacity for a CDMA system. 

10.1 CDMA Cells 

In this section, the basic cellular engineering issues for CDMA are discussed in 
terms of factors affecting cell size and capacity, including cochannel inter- 
ference parameters and their effect on the forward and reverse link power 
budgets. 
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10.1.1 Forward Link Cochannel lnterference 

In assessing the cochannel interference on the IS-95 CDMA forward link [I], 
we first consider same-cell interference that is present even if there is only one 
cell. Then we consider other-cell interference that occurs for the general case 
of a multicell system. 

10.1.1.1 Same-Cell lnterference 

Ideally, there is no same-cell forward link interference because the different 
CDMA forward link channels are orthogonal. Any forward link channel, 
including the pilot channel, can be selected by multiplying the despread chip 
stream by the appropriate Walsh function and summing (integrating) over 64 
chips, the period of the Walsh functions. The result of this procedure is the 
baseband data stream for the selected channel, with no interference from 
other channels on the forward link. However, the mobile propagation 
channel introduces same-cell interference because of multipath receptions at 
the mobile unit's location. 

Suppose that is the total received spectral density at the mobile due 
to the home base station, including usable signal energy and interference due 
to multipath. Let the relative power of the kth multipath signal component 
be denoted by Pk ,  where 0 5 Pk 5 1. That is, the portion of Zo,l due to the 
kth path is 

n = spectral density for path k = Pk TO, 1 (lO.la) 

By definition, if there are K multipath components, then we have 

Now, suppose that at the mobile there are K receivers, each of which is set up 
to receive one of the K multipaths. If EbO is the total bit energy received 
from the base station for a particular forward link channel, then the bit 
energy input to the jth receiver is 

n 
Ebj = bit energy for path j = pj EbO (10. lc) 
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The spectral density of the same-cell interference to the jth path, denoted 
Zscj, is given by 

Thus, the effective bit energy-to-noise plus interference density ratio at a de- 
modulator that is set up to receive the jth multipath is 

where 

No = thermal noise spectral power density 

Zo,,, = other-cell cochannel interference spectral power density 
(discussed in Section 10.1.1.2) 

To, = total same-cell received spectral power density 

(No,T)j  = total forward link noise-plus-interference density for path j 

If maximal ratio combining of the K paths is used at the mobile unit, then the 
best overall bit energy ratio is the sum of the path bit energy ratios, as dis- 
cussed in Chapter 9, which is given by 

For mobiles close to the base station, the same-cell cochannel interfer- 
ence dominates, giving the approximate relation 

where To,,, is the part of the total received same-cell density Zo,s that acts as 
interference. Thus the effective spectral power density for the same-cell 
cochannel interference can be defined as 
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Example 10.1 What is the same-cell forward link interference when there is 
no multipath, only a direct path? What is it when there are just two paths? 

Solution: For one path, K = 1 and a1 = 1, so that the forward link 
same-cell interference as defined in (10.3) becomes 

There is no same-cell interference because the forward link channels are 
orthogonal. For two paths, K = 2 and Dl + p2 = 1, and the same-cell inter- 
ference is given by 

Pl P2 
= lo.f 1 - 2p1p2 

because pl + P2 = 1 

A common assumption about same-cell forward link interference power 
is that it equals the power of the direct path [2,3]. The implication of such an 
assumption is that 

K 

In terms of the relationship between &,,,, and the multipath power 
fractions {Pk), the implication of (10.4~) is that the same-cell interference 
equals one-half of the total forward link spectral density received at the 
mobile receiver location. l That is: 

In this equation, it is reasoned that, because the total multipath interference is 
one-half the total power, then the direct path must have one-half the total 
power (i.e., Dl = i). Solving (10.5a) for the average value of the multipath 

1 Unless otherwise noted, "mobile location" in forward link calculations means a 
mobile at or near the edge of the cell's coverage area. 
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power fractions that correspond to the common assumption of To,,, = 
leads to the solution 

compared with the average power factor for the reflected paths of, from 
(10.4c), 

10.1.1.2 Other-Cell Interference 

Signals received from other CDMA sectors and other CDMA cells' base 
stations act as interference to a mobile receiver. The interference power from 
another cell tends to fluctuate and can be modeled as a lognormal random 
variable; that is, the interference power in decibels (dBW or dBm) is normal 
(Gaussian) random variable: 

Interference power (dBm) = average (dBm) + zero-mean Gaussian RV 

The average interference power can be predicted using a propagation power 
loss model, for example a loss proportional to the 7th power of the distance. 
Mathematically, the forward link other-cell interference can be modeled as a 
lognormal random variable (see Section 1.5.10) by writing 

A Interference power (dB) = 10 loglo Ii 

= 10 loglo Ti + ad~wi  , wi = Gaussian RV 

or 

where - 
Ii = median value of the interference power from base station i 

ri = distance from the mobile to the ith base station 

y = propagation power law 

wi = zero-mean, unit-variance Gaussian RV 
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and  ad^ is a standard deviation for the fluctuation in the range of 6 to 13 dB. 
For the purpose of analyzing other-cell interference, it is sufficient to deal 
with the median interference term Ti in (10.6) and to consider the influence of 
the spatial distribution of mobile stations; that is, the distribution of the {ri) 
that determines the values of the {Ti). In what follows, we omit the overbar 
and use the notations Ii and Z& = I i /W to indicate a median interference 
power and its corresponding spectral power density. 

To discuss the distribution of the mobile stations, let us first consider 
the geometry of other-cell interference to a mobile receiver at the position (r, 
Oi) in the home cell, as illustrated in Figure 10.1. From that figure, we see 
that the distance of the ith interfering base station is 

ri (r, di , oi) = Jr2 + dB - 2r dices 0i (10.7a) 

where di is the intercell distance; that is, the distance between the home base 
station and the interfering base station. A coordinate system suitable for cal- 
culating intercell distances, assuming a regular pattern of hexagonal cells, was 
shown in Figure 3.11. The coordinate system recognizes that there are 
"rings" of interfering cells around the home cell, as depicted in Figure 3.12, 
and the distances of these cells from the home cell are listed in Table 3.3 as 
multiples of either the center-to-corner cell radius, Rc, or the center-to-side 
cell radius, R = & ~ , / 2 .  Combining the ideas represented in Figures 10.1 
and 3.12 results in Figure 10.2, which illustrates the dependence of other-cell 
interference on the mobile position, (r, 0) and on the intercell distances i d i ) ,  
which are the numbers appearing in each interfering cell. 

Home cell Interfering cell 

Figure 10.1 Geometry of forward link other-cell interference. 
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Figure 10.2 Forward link other-cell interference a t  mobile location (r, 8) .  The number in  each 
cell is the intercell distance di as a factor of R = fi ~ 4 2 .  

We assume that propagation is proportional to the y power; that is: 

interference power received (Ii) 
Propagation loss, L(ri) = = const. x r i 7  

power transmitted (Pt) 

where Pt is the base station transmitter power and ri is the distance defined in 
(10.7a). Then the median value of the total other-cell interference power is 
the sum of the median values from neighboring cells, given by 

= Const x Pt C [ri(r, di, &)I-' 
i 
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where Pt is the base station transmitter power (assumed to be the same in all 
cells), where 

Multiple of 60•‹, first ring (6 cells) 
Multiple of 30•‹, second ring (12 cells) o i = o +  
Multiple of sz 20•‹, third ring (18 cells) (10.7~) 

and where ri is the distance from the mobile unit to the base station in other 
cell i. This quantity I,, is a function of the position of the mobile as de- 
scribed by (r, 0) in the home cell, using the geometry of Figure 10.2. Because 
of the assumed cellular hexagonal symmetry, for a given value of r, the 
variation in 0 is periodic, repeating every 60•‹, with maxima at 30•‹ + n . 60•‹; 
at these angles, the mobile is closest to an interfering base station. 

Let S denote the forward link power received at the mobile unit from 
the home base station in the absence of interference. For a propagation loss 
that is proportional to the yth power of the distance, this power is equal to 

It follows that the ratio of the average other-cell interference power at the 
mobile to the home cell power at the mobile is 

1 
(first ring) 

Jl + (dil ~ r ) ~  - 2(di, /r) cos Oil 

1 
(second ring) 

Jl + (di2/r12 - 2(di2/r) cos 0i2 

1 I (third ring) 
i3=1 J + ( d )  - 2(di3/r) cos or, 
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This ratio indicates the relative importance of the forward link interference 
due to other cells and may be calculated using the cellular ring intercell 
distance parameters shown in Figure 10.2 for each ring and the relative angles 
defined in (10.7a). For example, all six of the first-ring interfering cells are at 
distance di, = fi R, = 2 R from the home base station for all {&,: 0 + 0•‹, 
0 + 60•‹, 0 + 120•‹, 0 + 180•‹, 0 + 240•‹, 8 + 300•‹) and 8 is the angular posi- 
tion of the mobile illustrated in Figure 10.2. 

Example calculations of the interference-to-forward link power ratio 
using the first two rings of interfering cells-18 cells in all, as shown in Figure 
10.2-are shown in Figures 10.3 and 10.4 for y = 4. In those figures, the ratio 
in dB is shown as a function of 0 for r = 0.4 R, and 0.8 R,, respectively. For 
each of these distances, we show only the first period of the ratio. 

The peak value of the ratio Ioc/S (dB) is plotted in Figure 10.5 as a 
function of the normalized distance r/R, and the power laws y = 3, 3.5, and 
4. Figure 10.3 shows that the maximum of the ratio Io,/S is -16.27dB for 
y = 4, which occurs for 0 = O0 and 60' when the mobile station is at the 
distance r = 0.4 R,. On the other hand, the maximal ratio of -0.93dB is 
observed for a mobile station at distance r = 0.8 Rc, as seen in Figure 10.4. In 
Figure 10.5, these peak values are ~lotted: for example, from the curve for 
y = 4, we read the ~ e a k  of the ratio Io,/S to be about -16.3dB at 
r/R, = 0.4, whereas the peak value of -0.93 dB is seen for r/R, = 0.8. 

Figure 10.5 displays the extent of the interference power in comparison 
with the total forward link power for several propagation power laws. For a 
mobile near the edge of the cell (r/R E 1 or r/R, 0.86), the ratio Ioc/S M 

2.5 dB may be used as worst case value in forward link budget calculations. 
When the mobile is near the base station antenna, Figure 10.5 indicates that 
the other-cell forward link interference can be ignored (less than 30 dB down); 
this fact justifies the approximation used in going from (10.2b) to (10.2~). 

Example 10.2 What is an approximate value of total forward link 
interference when the total received power from the home base station is 
S = -95dBm? It is common practice to assume that the same-cell inter- 
ference equals the total forward link power in the absence of interference. 

Solution: Because the same-cell interference (due to multipath) is 
assumed to be equal to the forward link power S: 

I,, E S = -95dBm (10.8a) 
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Angle 8, deg 

Figure 10.3 Interference-to-forward link power ratio for a mobile at distance 0 . 4 R C f r o m  the 
base station (fourth power propagation law). 

Figure 10.4 Interference-to-forward link power ratio for a mobile at distance 0.8RC from the 
base station (fourth power propagation law). 
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Distance from base, rlR, 

Figure 10.5 Peak value of ratio of other-cell interference to forward link power (parametric in 
propagation power law). 
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The other-cell interference for a mobile near the cell edge-which is the case 
of interest when determining the cell size--can be taken from Figure 10.5 to 
be 

so that 

Thus the total forward link interference power at the mobile, IT, is given by 

n IT = I,, + Ioc = mW + mW (10.8~) 

= 8.79 x lo-'' mW = 10-~.'~ mW 

= -90.6dBm 

For systems analysis purposes, it has been assumed in the formulation 
of the same-cell interference term I,, that it consists of multipath interference 
from the home cell only and the other-cell interference term I,, has been 
treated as not having multipath components. In practice, it is possible for 
there to be interference from several paths originating from an adjacent base 
station transmitter, while experiencing no multipath interference from the 
home base station. Nevertheless, the model has a general application because 
both I,, and I,, have been referenced to S, the direct path (or earliest arrival) 
from the home base station. If measurement data indicate the presence of 
multipath from adjacent cells, this phenomenon can be accounted for by 
considering I,, to be "multipath interference" rather than "same-cell inter- 
ference" and adjusting the value accordingly. 

10.1.2 Reverse Link Cochannel lnterference 

10.1.2.1 Same-Cell lnterference 

The same-cell interference on the reverse link consists of the superposition of 
signals from other mobile units at the base station receiver. For a CDMA 
system, the signals from all mobile users occupy the same bandwidth at the 
same time. The total interference is reasonably modeled for analysis purposes 
as bandlimited white noise. 
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Almost all the noise at the base station receiver is due to interfering 
mobile signals. The number of mobile users that can simultaneously engage 
in call transmissions (i.e., the system capacity) is maximized by making each 
signal's power the same at the base station, and as low as possible while 
achieving satisfactory link performance. Dynamic control of the mobile 
transmitter powers therefore is an essential pan of the reverse link design. 
Because power control is used, for M mobile users in the cell, the amount of 
interference power at the base station receiver due to the same cell is assumed 
to be given by 

Isc = (M - 1). S .  aT (10.9a) 
where 

S = power of each mobile at the receiver (IO.9b) 

a, = average reverse link voice activity factor (10.9~) 

10.1.2.2 Other-Cell Interference 

Figure 10.6 depicts the geometry of other-cell interference on the reverse link. 
Assuming equal-sized cells using power control and a fourth-power 
propagation law, the transmit power of a mobile in an interfering cell with 
base station B is proportional to 

Target power level at base station B x gain to offset propagation loss 

= S . r 4  (10.1Oa) 

Interfering mobile Reference cell 

Figure 10.6 Geometry of reverse link interference (cell is represented by a circular area with 
radius R rather than R, = 2 ~ / & ) .  
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where r is the distance of the mobile from its own base station B. A mobile 
in an interfering cell therefore presents to the reference base station Bo (at 
distance ro) the power 

In terms of the angle 6 between the line defining the intercell distance d and 
the line from the home cell to the mobile, the distance to the reference cell is 
given by 

ro= , / r2+d2-2rdcos6  (10.10~) 

For analysis purposes, we assume that the M mobiles in the interfering cell 
are uniformly distributed in the cell and we approximate the hexagonal area 
of the cell by a circle of radius R, giving the user density2 

number of users M 
P = -- - 

area r R 2  
(10.1 la) 

The total power received at the reference base station due to users in the 
interfering cell can then be approximated by 

For d = KR, the integral for P(d) can be solved to obtain [4] 

(10.1 lc) 

We can use the sector coordinate system (n, i) of Figure 3.11 to index the 
interfering cells3 in a 60' sector by ring number (n = 1,2, . . . ) and the index 
of the sector's cells in the ring (i = 0,1, .  . . , n - I). With this notation, the 
normalized distance for an interfering cell is 

We assume the cell is a hexagon enclosing a circle of radius R. 
Although the ring notation of Figure 3.11 pertains to hexagonal cells, we can still 

express the locations of circular interfering cells using the d ( n ,  i) coordinate system. 
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d(n, 2) 6 .= - - - - -=2Jn2+ i2 -n i ,  n , :  i < n f o r r i n g n  (10.1 ld) 
R 

where R = 4 R,/2 is the center-to-edge cell radius. We also can normalize 
and rewrite (10.11~) as 

A p[d(n, 4 = 2 262 ln 4fi4 - 6~~ + 1 
PI [d (n,  i)] = MaTS [ (A) - ] (1O.lle) 

2 (fi2 - K = K n , i  

A plot of (10.11e) is given in Figure 10.7. With this method for indexing the 
distances to interfering cells, the total interference power from other cells is 
[41 

I,, = 6 x interference in one sector 
03 n 

= 6 r  P[d(n, i)] = (Mars)  

100 n 

z (Mars)  - 6 ~ ' [ d ( n ,  i)] 

- 

dlR 

Figure 10.7 Other-cell interference function Pr(d )  versus d/R. 
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where 

= i 0.33 for radius = R  

0.42 for radius = R, 

is a reusefraction and where rcn,i was defined in (10.1 Id); that is: 

0.33 M a r s  = 0.33 (total same-cell power), radius = R  
L C  = (10.12e) 

0.42 . M a,S = 0.42 (total same-cell ~ower) ,  radius = R, 

Details of the sector interference calculations using R  as the cell radius 
are shown in Table 10.1. As shown in the table, far ring 1 (n = I), the 
intercell distance is d = 2 R  and the interference power from each of the cells 
in the first ring is calculated to be 0.0474 Ma,S; this number can also be 
read from Figure 10.7 for d/R  = 2. Thus, the total other-cell interference 
power in the first ring is 6 x 0.0474. M a r s  = 0.2844. Mars ,  or about 28% 
of the total reverse link power received from within the same cell. The total 
in the first three rings is 0.3198. Mars ,  which is close to the total for 100 
rings; therefore, a reasonable analysis can be based on just the first three rings. 

Table 10.1 Reverse link other-cell interference calculations 
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The estimate of total other-cell interference as being from 33 to 42% of 
the total power received from mobiles in the same cell, as indicated by 
(10.12e), is in good agreement with simulations [5]. 

10.1.2.3 CDMA Reuse Parameters 

The total average interference power on the reverse link may be written 

IT = L C  + L C  - same-cell interference power 

+ other-cell interference power (10.13a) 

where, in terms of spectral density: 

The same-cell interference power I,, can be expressed as a multiple of 
the power for a single active reverse link transmitter, assuming that perfect 
power control causes all the reverse link transmissions to arrive at the base 
station receiver site with the same power S. Further, as shown previously, 
variable-rate digital voice information on IS-95 reverse link transmissions has 
less than a 100% duty factor, denoted here by a,, so that the average same-cell 
interference power can be written 

where M is the number of active reverse link users. We can express Ioc, the 
average other-cell reverse link interference power, as some fraction [ of the 
total received same-cell power, as seen in (10.12e). We assume that each 
interfering cell has the same properties of the cell of interest, particularly the 
same number of active users on its reverse link M.  The total same-cell reverse 
link power arriving at each base station is then Mars ,  and at the base station 
of interest the other-cell interference can be written as some fraction of that 
amount of power: 

I o c = ( . M . a , . S  (10.14a) 

in which the "reuse fraction" ( has the interpretation 
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total other-cell received power 
= reuse fraction (10.14b) ' = total same-cell received power 

This parameter was calculated to be J = 0.33 in the previous subsection. It 
follows that the total average reverse link interference is given by 

where 

is the "CDMA reuse efficiency," which equals the fraction of total received 
power that is due to emitters in the same cell and has the interpretation 

1 F - - -  total same-cell power 
" -  1 + 5 -  

< 1 
total same- plus other-cell power 

Note that in a perfect cellular system, with no "leakage" of cochannel inter- 
ference power from neighboring cells, the reuse efficiency would equal 1. 

Another measure, F, called the "reuse factor," may be defined as the 
inverse of the reuse efficiency: 

All these CDMA reuse parameters are summarized in Table 10.2. In what 
follows, we relate these parameters to CDMA capacity. 

10.1.2.4 CDMA Capacity Revisited 

Consider a one-cell system. Neglecting thermal noise, the capacity Mc in 
terms of the number of active users is related to the system parameters by 
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Table 10.2 Reuse measures for CDMA cellular systems 

Measure of interference / Expression I 
Reuse Factor 

Reuse Efficiency 

Reuse Fraction 

Now, consider a multicell system. The capacity M  of each cell is less than 
Mc because of other-cell interference. Again neglecting thermal noise, the 
carrier-to-interference ratio for a multicell system is related to the multicell 
capacity M by 

in view of the definition of the reuse fraction J in (10.12e). Setting the C I I  
value to the required value for both the single-cell case and the multicell case, 
we find that 

1  
- 

1 
SNRTeq = - 

1 ( M - l ) + J M  

Thus, the multicell and single-cell capacities are related by 

Mc - single-cell capacity - - n = 1  + J = F = reusefdctor (10.16a) 
M  multicell capacity 

Therefore: 

- - Mc - Mc - M c F e ,  0 . 3 3 6 [ < 0 . 4 2  M = - -  (10.16b) 
1 + J  F 

The implication of (10.16b) is that the CDMA capacity under a multicell 
environment is equal to 70 to 75% of that under a single-cell environment. 
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The reuse factor for an AMPS cellular system is F = 7, so that the multicell 
capacity of the AMPS system is 1/F = 1/7 = 14% of the single-cell capacity. 

Example 10.3 (a) What are CDMA reuse factor and reuse efficiency when 
the reuse fraction is J = 0.33? (b) What are the values of CDMA reuse factor 
and reuse fraction when the reuse efficiency is Fe = 0.66? 

Solution (a) From Table 10.2, the reuse factor is calculated to be 

Again from Table 10.2, the reuse efficiency is calculated to be 

(b) From Table 10.2, we calculate for Fe = 0.66 the values 

10.1.2.5 CDMA Cell Loading 

CDMA cellular engineers use a concept of reverse link "cell loading" to 
monitor interference levels and to select the best operating parameters for a 
particular cell in the system. The cell loading is defined as 

A number of active users X = cell loading = (10.18) 
maximum allowable number of users 

We now find X as a function of the relative powers of thermal noise and 
reverse link interference at the base station receiver. 

Suppose that the reverse link power control acts in such a way as to 
maintain a certain receiver desired SNR value that we denote po. The 
allowable number of users in the cell is found from using the relation for total 
interference in (10.13d) to write 

S S set SNR = - = 
u2 + IT u2 + ( M / F e  - l)a,S = Po 

from which we obtain 
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An upper bound for this value of M is obtained by neglecting thermal noise 
to write 

Solving now for X ,  the cell loading, by recognizing M / F e  as related to the 
total reverse link interference, we obtain 

This relationship illustrates the fact that the system's capacity is self-limiting, 
because the amount of interference is proportional to the number of users in 
the same and other cells. The loading X is a convenient way to refer to the 
amount of potential capacity being used. Figure 10.8 gives the graphical 
relationship between interference and loading. 

0.4 0.6 

Cell loading 

Figure 10.8 The ratio of interference to noise as a function of cell loading. 
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Example 10.4 What is the CDMA loading when the reverse link interference 
just equals the base station receiver's thermal noise? What is it when the 
interference is ten times the thermal noise? 

Solution: When IT = u2 is substituted in (IO.I9d), the loading is seen to 
be equal to X = 0.5 = 50•‹/o; the same fact is observed in Figure 10.7 by 
noting that IT/a2 = 0 dB when the abscissa is X = 0.5. When IT = 10 u2 or 
IT/u2 = 10 dB, we find from Figure 10.7 that X = 0.9 or "90% loaded." 

10.1.3 Cell Size 

Transmissions in different cells of a CDMA cellular system are not divided 
into groups of frequency channels as in an FDMA cellular system, but are 
wideband and share a common spectral band. Rather than having the 
repeating frequency reuse plan of sets 1 to 7 of narrowband frequency 
channels shown on the left-hand side of Figure 10.9, a CDMA cellular system 
is designed to use the same set of frequencies in each cell, as indicated on the 
right-hand side of the figure by the 1 in each cell. 

The effective size of a CDMA cell, expressed as the radius of a circle, is 
the maximal distance at which the forward or reverse link can operate 
reliably. This distance for a given radio link is equivalent to some maximal 
propagation loss that can be tolerated while receiving the signal with 
sufficient power to overcome noise and interference, as determined by the 
link's "power budget." Note that the effective CDMA cell radius can be 
different on the forward link than it is on the reverse link and, as discussed in 

Figure 10.9 Comparison of frequency reuse patterns of FDMA and CDMA. 
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Section 2.1.6, may depend on the direction from or to the base station. In 
general, there is more interference on the reverse link, so that the forward 
link cell size tends to be greater than the reverse link cell size for the same 
amount of transmitted power for a particular channel. Therefore, as will be 
explained below, an effort is made to "balance" the forward and reverse links 
by adjusting power and other parameters to make their maximum tolerable 
propagation losses approximately equal. 

10.1.3.1 Maximum Propagation Loss and the Cell Radius 

Calculations of the link budget (forward or reverse) for a particular cell result 
in a value for the maximum tolerable propagation loss. Let that value be 
denoted Lmax. Because propagation loss is proportional to link distance, this 
value of propagation loss implies a maximal distance for the link that is the 
effective radius of the cell or sector in a particular direction. In this section, 
the procedure for converting Lmax to a value for cell radius is shown. 

A general form for the propagation loss in dB as a function of distance- 
given the specification of other parameters such as frequency and antenna 
heights-is the following: 

L(dkm) = L1 + 10yloglo dkm (10.2Oa) 
where 

dkm = link distance in kilometers (10.2Ob) 

L1 = intercept - value of loss for dkm = 1 (10.20~) 

y = propagation power law (10.2Od) 

At the cell radius, dkm = Rkm and the loss equals Lmax . Therefore, an 
implicit equation for the radius in kilometers is 

Solving the general equation (10.21a) for Rkm gives 

Because 10 = eln(lO) = e2.303, the expression for Rkm can also be written 
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Example 10.5 What is the formula for the cell radius for the CCIR 
propagation loss model? From Chapter 2, the parameters L1 and 107 in the 
general equation for the cell radius (10.21~) are 

L1 = 69.55 + 26.16 log10 

- [ ( l . l  loglo ~ M H ~  - 0.7)hm - (1.56loglo ~ M H ~  - 0.8)] 

- 13.82 loglo hb - [30 - 25 10glo(~h)] 

= 38.75 + (27.72 - 1.1 hm) loglo ~ M H ~  + 0.7hm 

- 13.82 loglo hb + 25 loglo(%) (10. 
and 

107 = 44.9 - 6.55 loglo hb (10.22b) 
where 

h, = mobile antenna height in meters (10.22~) 

hb = base station antenna height in meters (10.22d) 

% = percentage of land covered by buildings (10.22e) 

Thus, a formula for the cell radius using the CCIR propagation model is 

Lmaz - 119.95 + 2.52hm + 13.82 10glohb - 25 loglo(%) 
44.9 - 6.55 loglohb 

for f M H z  = 850 (10.220 

for ~ M N ~  = 1,900 (10.22g) 
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The expressions in (10.229 and (10.22g) are plotted in Figure 10.10 as 
functions of L,,, and parameteric in the mobile antenna height, for the 
values of the other parameters indicated in the figure. The same information 
is presented in Figures 10.11 and 10.12, parametric in base station antenna 
height and percentage of buildings, respectively. Among the parameters 
varied in Figures 10.10 to 10.12, we observe that the cell radius is much more 
sensitive to the percentage of buildings than it is to the antenna heights, for 
practical values of the antenna heights. 

Example 10.6 What is the formula for the cell radius for the Hata propa- 
gation loss model? From Chapter 2, the parameters L1 and 107 in the general 
equation (10.21~) are 

city4 

- {~iloglo(fMHd28)]2 + 5.4, suburban 
4.78(loglo fMHz)' - 18.33 loglo fMHr + 40.94, open 

59.16 + (33.51 - 1.1 h,) loglo fMHz + 0.7hm - 13.82 loglo hb 

open 
(10.23a) 

Thus, a formula for the cell radius at fMHz = 850 using the Hata propagation 
model is 

4 The difference between "large city" and "medium-small city" in the Hata model is 
negligible for the cellular band. 
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100 110 120 130 140 150 160 170 

Maximum link loss, L,,, (dB) 

Figure 10.10 Cell radius versus maximum link loss using the CClR propagation model, for 850 
MHz and 1,900 MHz, with mobile antenna height varied. 

100 110 120 130 140 150 160 170 

Maximum link loss, L,, (dB) 

Figure 10.1 1 Cell radius versus maximum link loss using the CClR propagation model, for 850 
MHz and 1,900 MHz, with base station antenna height varied. 
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100 110 120 130 140 150 160 170 

Maximum link loss, L,,, (dB) 

Figure 10.12 Cell radius versus maximum link loss using the CClR propagation model, for 850 
MHz and 1,900 MHz, with building percentage varied. 

( exp (2.303 Lmaz - 149.95 + 2.52 h, + 13.82 loglohb , city 
44.9 - 6.55 loglohb 

R = { exp(2.303 L,,, - 140.16 + 2.52 h, + 13.82 loglohb , suburban 
44.9 - 6.55 10glohb 

and a formula for the cell radius at f M H z  = 1,900 using the Hata propagation 
model is 

( exp{2.303 L,,, - 159.64 + 2.91 h, + 13.82 loglohb , city 
44.9 - 6.55 Ioglohb 

R h  = { exp{2.303 L,,, - 147.53 + 2.91 h, + 13.82 loglohb , suburban 
44.9 - 6.55 loglohb 
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Plots of (10.23~) and (10.23d) are shown in Figures 10.13 and 10.14 for a 
nominal suburban scenario and for, respectively, mobile and base station 
antenna heights varied. In Figure 10.15, the antenna heights are fixed and the 
scenario is varied. As in the case of the CCIR model, we observe that the 
scenario (building density) is potentially more influential in determining cell 
radius than the antenna heights in typical situations. 

Example 10.7 What is the formula for the cell radius for the Walfisch- 
Ikegami propagation loss model (WIM)? From Section 2.1.4.2, in LOS 
situations and in NLOS situations where the base station antenna is either 
above the buildings (Ahb > 0) or below them (Ahb 5 O), the parameters L1 
and 107 in the general equation are5 

42.64 + 20 loglo ~ M H =  , LOS situation 

69.55 + 26 loglo f M H z  - 101OglOW - Sloglob 

+ 20 logloAhm - 18 loglo(l + Ahb) + Lori NLOS, Ahb > 0 

69.55 + 26 loglo f M H z  - 10lOglO~ - 910g10b 

+ 2010gloAhm + 0.8 IAhbl + Lori, NLOS, Ahb < O 

and (10.24a) 
LOS situation 
NLOS situation, Ahb > 0 (10.24b) 

38 + 151Ahbl/hB , NLOS situation, Ahb 5 0 

where 
hg = building height in meters 

Ah, = hB - h, 

b = building separation in meters (20-50m) 

w = street width in meters ( x b/2) 

Lori = mobile antenna orientation loss in dB 

The adjustment for dk, < 0.5 for Ahb < O is ignored here for simplicity. 
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Maximum link loss, L,,, (dB) 

Figure 10.13 Cell radius versus maximum link loss using the Hata propagation model, for 850  
MHz and 1,900 MHz, w i th  mobile antenna height varied. 

1 1 1 1  1 1 1 1  1 1 1 1  

- Hata model 
h, = 1.5. suburban 

100 110 1 20 130 140 150 160 

Maximum link loss, L,,, (dB) 

Figure 10.14 Cell radius versus maximum link loss using the Hata propagation model, for 850 
MHz and 1,900 MHz, w i th  base station antenna height varied. 
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100 110 1 20 130 140 150 160 

Maximum link loss, L,, (dB) 

Figure 10.15 Cell radius versus maximum link loss using the Hata propagation model, for 850 
MHz and 1,900 MHz, with scenario varied. 

Thus, a formula for the cell radius using the WIM is 

where L1 and 107 are given by (10.24a) and (10.24b). For f M H z  = 850 and 
f M H z  = 1,900, the expression for L1 becomes 

f 

101.2, 

145.7 - 10 loglow - 9 loglob 

+ 20 logloAhm - 18 loglo(l+ Ahb) + LoTi 

145.7 - 10 loglow - 9 loglob 

, + 20 logloAhm + 0.8 IAhbl + Lori, 

for f M H z  = 850 

LOS situation 

NLOS, Ahb > 0 

NLOS, Ahb 5 O 

(10.25a) 
and 
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108.2, LOS situation 

154.8 - 10 loglow - 9 loglob 

L l =  ( + 20logloAhrn - 1810glo(l + Ahb) + Lori, NLOS, Ahb > 0 

154.8 - 10 loglow - 9 loglob 

+ 20 logloAhm + 0.8 lAhbl + Lori, NLOS, Ahb 5 O 

for f M H z  = 1,900 (10.25b) 

Parametric curves for the cell radius as a function of L,,, for the 
NLOS WIM propagation loss model are given in Figures 10.16 to 10.19 for 
both f M H z  = 850 and f M H z  = 1,900. The parameters varied in these figures 
are, respectively, mobile antenna height, base station antenna height, building 
height, and building separation. In all the cases plotted in these figures, the 
height of the base station antenna is assumed to be above the level of building 
heights (Ahb > 0), and for simplicity it is also assumed that the orientation 
loss is zero (Lori = 0). We observe from these figures that mobile antenna 
height is not a sensitive parameter for determining cell radius using the WIM, 
but the base station antenna height, building height, and building separation 
are sensitive parameters for this propagation model. 

00 110 120 130 140 150 160 

Maximum link loss, L,, (dB) 

Figure 10.16 Cell radius versus maximum link loss using the NLOS WIM, for 850 MHz and 
1,900 MHz, with mobile antenna height varied. 
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1 WIM I 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  I l l 1  

1, = 1$0 ( d a s h r  l i n e s ) w  
, = 8 0 (solid li es) .... .... 
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Maximum link loss, L,, (dB) 

Figure 10.17 Cell radius versus maximum link loss using the NLOS WIM, for 850 MHz and 
1,900 MHz, with base station antenna height varied. 

1 WIM I I l l 1  1 1 1 1  / I l l  1 1 1 1  I l l 1  

100 110 1 20 130 140 150 160 

Maximum link loss, L,, (dB) 

Figure 10.18 Cell radius versus maximum link loss using the NLOS WIM, for 850 MHz and 
1,900 MHz, with building height varied. 
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Maximum link loss, L,, (dB) 

Figure 10.19 Cell radius versus maximum link loss using the NLOS WIM, fpr 850 MHz and 
1,900 MHz, with building separation height varied. 

Example 10.8 How does the propagation law parameter y used in the cell 
radius calculation compare for the various propagation models? 

Solution: A comparison of the propagation power y for the CCIR, 
Hata, and WIM propagation loss models is presented in Figure 10.20. Note 
from (10.22b) and (10.23b) that y is the same for the CCIR and Hata models, 
and that y is not a function of frequency for either of these models or for the 
WIM, whose y is given in (10.24b). The figure shows that the WIM power 
law generally has the same dependence on base station antenna height as the 
Hata model and is very similar to that of the Hata model for low building 
heights. As building heights increase beyond 15m, the WIM power law tends 
to be about 0.5 higher than the Hata power law for the whole range of base 
station antenna heights. 

10.1 J .2  Forward Link Power Budget 

For the forward link, the parameter that determines the cell size is E,/Nb,T, 
where NO,T is the mobile's total input interference power spectral density, 
which can be expressed as 
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0 10 20 30 40 50 

Base station antenna height, h, (m) 

Figure 10.20 Comparison of propagation distance power laws for the CCIR, Hata, and W I M  
propagation loss models. 

(10.26) 
where 

Cp = fraction of cell transmit power allocated to the pilot channel 

PC = cell transmit power (watts) 

W = spread-spectrum bandwidth 

Gc , G, = cell and mobile antenna gains, including cable losses 

L = propagation loss on the forward link 

(No), = thermal noise power spectral density at the mobile receiver 

= interference spectral density due to same-cell transmissions 

&,,, = interference spectral density due to other-cell transmissions 
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Using 
n LT = transmission power loss = L/GcGm 

and assuming that the same-cell (multipath) interference is less than or equal 
to Pc/LT ; that is: 

Same-cell interference = To,,, W 5 forward link received power = Pc/LT 
(10.27b) 

we replace Zo,,, W in (10.26) with Pc/LT to obtain 

By assuming that the value of EC/NolT on the right-hand side of (10.28a) is 
greater than or equal to (Ec/No,T),eq, the condition for satisfactory link 

operation, this equation may be solved for the maximum tolerable forward 
link transmission loss: 

(-) ( )  LT 5 ,,ma, (10.28b) 
NoJ' min NOT reg 

Solving for LTmaz to determine the forward link cell size, we begin with the 
following inequ&ty based on (10.28b): 

Multiplying by the denominator of the left-hand side produces the inequality 

which yields, after transposing terms containing LT from the right to the left, 
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Now solving for LT, we obtain an inequality that defines the maximum 
tolerable transmission loss: 

LT 5 1 4 L~~~ (10.291) 

Expressed in dB, the equation is 

LTrnax(dB) = Pc(dBm) + 10 log10 

- (5) (dB) - (No W),(dBm) 
NO,T req 

Example 10.9 What is the maximum transmission loss on the forward link 
for a transmitter power of PC = 16 W? 

Solution: First, the given value for the base station's transmitter power 
is 

PC = 16W = 12dBW = 42dBm (10.30a) 

of which we assume6 that 15% is assigned to the CDMA pilot channel, or 

Because the pilot signal has no data modulation, the mobile receiver can 
integrate the signal for relatively long times, yielding a large processing gain 
for the pilot signal. A typical value for the mobile receiver's required pilot 
chip energy-to-noise spectral density ratio [2] is well below 0 dB: 

Using the noise figure approach to expressing the amount of receiver noise, as 
discussed in Section 3.3.1.2, the mobile receiver noise is 

The optimal value of the pilot fraction Cp is studied in Chapter 11. 
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= -204 dB(W/Hz) + (NF), + 61 &Hz 

= -143dBW + (NF), = -113dBm + (NF), (10.30d) 

Typically, (NF), = 8 dB, giving (NOW), = -105dBm. Finally, we need a 
value for the ratio of other-cell interference to own-cell interference on the 
forward link, which is a quantity that fluctuates in real time. It was shown in 
Section 10.1.1 that a conservative value of the ratio of other-cell interference 
to same-cell interference is 

This value of Zo,,,/Zo,,, reflects the situation of a mobile near the cell edge. 
Using the assumed typical values for the parameters, the maximum 

allowable forward link transmission loss for this example is found to be 

- (2) (dB) - (No W ) , (dBm) 
NO,T rep 

Example 10.10 What is the cell radius corresponding to the forward link 
transmission loss LTmax = 150 dB if it is assumed that the mobile antenna gain 
is G, = 1 = 0 dBi and that the base station antenna gain is G, = 4 = 6 dBi? 

Solution: The example transmission loss is equivalent to a propagation 
loss of L(dB) = LT(dB) + 6 = 156 dB. From Chapter 2, equation (2.28) and 
Table 2.2, a possible equation for the propagation loss of a cellular system 
based on the CCIR model in an urban area with 15% building density is 

where dkm is the link distance in km. Given that L = 156 dB, (10.31a) can be 
solved for dkm, resulting in 
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This example shows, among other things, that 16W of forward link power is 
a relatively large amount of power, because a CDMA cell can be expected to 
service an area with a radius considerably less than 3.9 mi. 

Using the values of the system parameters (transmitter power, noise figure, 
and the ratio Zo,oc/Zo,sc) assumed in examples 10.9 and 10.10, the formula for 
LTmaz in (10.29b) becomes 

LTma,(dB) = 147 + 10 loglo [ Cp - 2.78 ( $ T ) r e J - ( k ) r e q  - (dB) (10.32) 

This equation is plotted in Figure 10.21 as a function of the pilot fraction, 
with the required value of E c / N O , ~  as a parameter. The cell extends to those 
locations for which the forward link transmission loss does not exceed the 
amount plotted in Figure 10.21. 

c,, fraction of pilot power 

Figure 10.21 Example calculations of maximum tolerable forward link transmission loss. 
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Example 10.11 When the fraction of the base station's power that is assigned 
to the pilot signal is 20%, what is the maximum tolerable forward link 
transmission loss in dB if the required Ec/NO,~ at the mobile station is 
-15dB? 

Solution: From the graph of transmission loss as a function of the pilot 
signal power fraction in Figure 10.21, we read for <, = 0.2 and 
(Ec/NO,T),eq = - 15 dB that the maximum tolerable loss is 154 dB. 

Too much power on the forward link unbalances the forward and reverse 
links and results in unnecessary interference to mobiles in other cells. Link 
balancing is discussed below in Section 10.1.3.4 after the reverse link power 
budget is considered. A derivation of optimal forward link power allocation 
is presented in Chapter 11. 

10.1.3.3 Reverse Link Power Budget 

For the reverse link, the parameter that determines the cell size is the 
maximum value of the median link propagation loss, Lmed, that may be 
experienced while maintaining a SNR at the base station receiver that is above 
a specified value. This SNR may be expressed by 

where 
SNR = signal-to-noise power ratio at the base station 

P, = mobile's power amplifier output 

G, = cell antenna gain, including cable losses 

G, = mobile antenna gain, including cable losses 

Lmed = median reverse link path loss 

a, = average voice activity factor 

Fe = frequency reuse efficiency 

(NOW), = thermal noise at the cell receiver 

The denominator in (10.33a) is a2 + IT, where 
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c2 4 (NOW), 
and 

Because the cell loading, X ,  is defined as X = IT/(a2 + IT) ,  we may write 

Thus, the total noise and interference at the base station receiver is 

and, after substituting (10.33e) for the denominator of (10.33a), the maximum 
median reverse link path loss, denoted Lmax (leading to the reverse link cell 
size) can be found from 

where we used the fact that SNRTeq = (Eb/NO)/(W/Rb) = (Eb/No)/(PG). 
In dB units, (10.34b) can be written as 

Lmax(a) = Pm(dBm) + Gc(dB) + Gm(dB) - SNRTeq(dB) 

- (No W),(&m) + 10 loglo(1 - X )  (10.34~) 

Example 10.12 Calculation for Lmax. The equation for the maximum 
allowable reverse link path loss is (10.34~). An example calculation is now 
given, including an explanation of each term in the calculation. First, the 
minimum required received carrier-to-noise power ratio on the reverse link is 
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where we assume the following numerical values: 

Eb/NO = received bit energy-to-noise density ratio = 7 dB 

PG = processing gain = W /R = 128 = 21 dB 

These assumptions give 

Eb w SNR,,, = - (dB) - - (dB) = 7 - 21 = -14 dB 
No R 

(10.35b) 

The term (NOW), r (No), . W in the allowable loss calculation represents 
the receiver noise power at the cell site, as distinguished from interference. 
The noise spectral power density at the base station receiver may be written 
in terms of the noisefigure NF, which equals 

where F is the noise factor, a measure of the noise generated by a circuit, 
n defined as the ratio of input SNR to output SNR, F = (SNR),,/(SNR),,,. 

Then 

A typical value of the receiver noise figure at the base station is 5 dB [3, 41, 
giving 

(No), = -204 + 5 = -199dB(W/Hz) = -169dB(mW/Hz) 

Because the receiver noise bandwidth in dB units is W = 1.2288 MHz = 61.1 
dBHz, the noise power at the base station receiver is found to be 

Typical values of the remaining parameters in the equation for the allowable 
reverse link path loss are 

P, = 200mW = 23dBm. This is the maximal power that can be 
delivered by the mobile unit's power amplifier. Because the system 
has power control, most of the time the mobile unit actually emits 
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much less power. Here we are interested in how far away the mobile 
can be, and so we consider the maximum value of its power. 

Gc = 6 dBi , G, = 0 dBi. These typical values of antenna gain, rela- 
tive to an isotropic antenna gain (less cable losses), correspond to a 
directive (sector) antenna at the base station, and an omnidirectional 
antenna at the mobile unit. For the purposes of the allowable loss 
calculation, relatively conservative (low) values for these parameters 
should be used. 

X = 90% -+ 101oglo(l - X )  = -1OdB. This is a conservative value 
because a high value of loading represents more interference. 

Using the typical values for the parameters, the maximum allowable reverse 
link path loss is found to be 

Any mobile within the contour defined by this value of path loss can operate 
on the reverse link without exceeding its maximal power. 

For parametric studies, the following slightly more general version of 
(10.34~)~ the equation for the maximum path loss, is useful: 

Using the same assumed values of the fixed system parameters (antenna gains, 
transmitter power, noise figure, bandwidth, and processing gain), the formula 
in (10.36a) becomes 

Lmax(dB) = 23 + 6 + 0 - ($) (dB) + 21 - (-108) + 10logl0(l - X )  
req 

= 158 - ($) dB + lO log l~ ( l -  X )  (10.36b) 
re9 
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A plot of the reverse link maximum path loss versus cell loading is given in 
t Figure 10.22 for different values of Eb/No and the parameters given 
I previously. 

Example 10.13 When the reverse link loading is 60•‹/o, what is the maximum 
tolerable reverse link loss in dB if the required Ea/No at the base station 
receiver is 6 dB? 

Solution: From the graph of maximum path loss as a function of the 
loading in Figure 10.22, we read for X = 60•‹/o = 0.6 and Eb/NO = 6 dB that 
the maximum tolerable loss is 148 dB. Using a propagation formula as before 
for the forward link, the maximum tolerable reverse link loss can be 
converted to a distance, the reverse link cell radius or cell size. 

10.1.3.4 Link Balancing 

Too much power on the forward link results in unnecessary interference to 
mobiles in other cells. Too much power in the reverse link decreases the 
effective cell capacity. It is desirable to balance the system so that the 
coverage area of the forward link coincides with the boundary of the loca- 

Cell loading, X 

Figure 10.22 Maximum reverse link path loss versus cell loading, parametric in the required 
value of SNR. 
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tions for which the reverse link path loss is within the allowable range; that 
is, to the extent possible it is good to make the forward link cell size and the 
reverse link cell size equal. 

A balanced system design makes handoff smooth and reduces inter- 
ference. But too strong a forward link or too weak a reverse link, as depicted 
in Figure 10.23, gives rise to problems as mobile receivers in the handoff area 
experience pilot signals as interference, not handoff opportunities. On the 
other hand, for too weak a forward link or too strong a reverse link, the 
situation illustrated in Figure 10.24, mobiles in the area between the cells may 
lose contact with any base station because the reverse link interference is too 
strong. To keep the forward and reverse links' boundaries the same (or 
nearly the same), the system is designed to minimize a balance factor, 13, 
defined as 

where previously we found 

Forward link ------ Reverse link 
coverage area coverage area 

I 
I 
\ 

Cell A's links are not balanced. I Cell B's links are balanced. 

Handoffs from 6 to A seem to be viable in this area, 
but in fact, A's reverse link cannot support a call 

Figure 10.23 Concept of too strong a forward link or too weak a reverse link. 



CDMA Cellular System Design and Erlang Capacity 1045 

Forward link Reverse link 
coverage area coverage area 

Cell A's links are not balanced. \ Cell B's links are balanced. 

Handoffs from B to A do not occur in this area, so the mobiles 
in cell A generate more interference to cell B than necessary 

Figure 10.24 Concept of too weak a forward link or too strong a reverse link. 

Levers, (dB) = Lmax (dB) 

= Pm(dBm) + Gc(dB) + Gm(dB) - SNR,,,(dB) 

- (NoW),(dBm) + 10loglo(l - X) (10.37b) 

and 

Lforward(dB) = L~max(dB) + Gc(dB) + Gm(dB) 

= PC (dBm) + Gc (dB) + G, (dB) 

Using these expressions for forward and reverse propagation losses, we can 
write the balance factor as 
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The antenna gain terms and the kTo W terms cancel, leaving 

Grouping similar terms, we have 

The balance in the system may be expressed in terms of whether the system is 
reverse link limited (the reverse link radius is relatively too small) or forward 
link limited (the forward link radius is relatively too small). The decision can 
be made using the rule 

B < -6: The system is reverse link limited. 
lBl 5 6: The system is balanced. (10.37g) 
B > 6: The system is forward link limited. 
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The parameter S > 0 (at most 1 or 2dB) is used to take into account a 
tolerance in all the factors involved in calculating B. 

Example 10.14 (Balanced design.) Given the following forward and reverse 
link parameters, find the value of the forward link pilot fraction, Cp, required 
to balance the system. 

Forward link 

PC = 10W = 40dBm 

G, = 6 dBi 

Reverse link 

Pm = 200 mW = 23 dBm 

G, = 0 dBi 

To,oc/~o,,c = 2.5 dB Loading = X = 50% 

(NF), = 8 dB (NF), = 5 dB 

Voice activity : a, = 0.4 
Solution: To make B = 0, we write 

To balance the links, the designer in this example situation should allocate 
10.4% of the cell transmitter power to the pilot signal. It is shown in Chapter 
11 that the optimal fraction of forward link power for the pilot (or any other 
forward link channel) is "dynamic" in that it changes as, for example, the 
numbers of users in the same cell and in other cells changes. 
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10.2 CDMA Link Reliability and Erlang Capacity 

In Section 3.3.2, we discussed coverage and capacity issues in connection with 
the basics of cellular engineering and introduced a measure of link reliability 
for a cellular system in terms of a margin that compensates for the variation 
in mobile signal level that may occur through fading or shadowing. In this 
section, we extend the consideration of reliability measures to a CDMA 
system to obtain the margins required for the specified reliability in diversity 
reception of soft handoff. In a CDMA cellular system, there is a positive 
handoff gain as opposed to the negative handoff gain that was noted for the 
case of the hard handoff used in the AMPS FDMA cellular system. It is 
shown that the positive handoff gain of a CDMA cellular system significantly 
reduces the margin required to provide a specified level of link reliability. A 
comparison is also made in this section between AMPS and CDMA cellular 
systems in terms of margins required for various levels of reliability. 

We then consider the subject of the Erlang capacity of a CDMA system, 
which is a subject of current research. We analyze CDMA Erlang capacity 
using both central limit theorem (Gaussian) and lognormal approximations to 
the sum of lognormal interference powers. The purpose of this analysis is to 
obtain Erlang traffic measures for a CDMA system, which can be used as the 
basis of system design in terms of area coverage and total area capacity. The 
section concludes with example calculations of base station density as a 
function of Erlang requirements and cell loading. 

10.2.1 Link Reliability and Link Margin 

In the mobile radio propagation environment, the received signal power level 
is subject to shadowing, which causes the received signal level to be an RV. 
The randomness of the signal level can be attributed to a variation in the 
amount of propagation loss, which in dB units is very well represented as a 
Gaussian RV whose median7 is a function of the link distance d: 

where G(,u, a2) denotes a Gaussian RV with mean ,u and variance a2. 
Because the received signal power level is random, it is appropriate to speak of 

Note that the median and mean of a Gaussian RV are equal. 
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the probability that the received SNR exceeds system requirements, expressed 
as a required value of SNR, denoted SNR,,,. Formulated as a measure of 
"link reliability," that probability may be written 

and an objective of the system design is to achieve a certain value of link 
reliability, say Prel = 0.9 (SNR requirement exceeded 90•‹/o of the time). 

To overcome the variation in propagation loss to some degree, and to 
achieve a desired value of link reliability, the reverse link budget presented in 
Section 10.1.3.3 must allow for more transmitter power than is necessary to 
meet the receiver SNR requirements in the absence of shadowing. 

10.2.1.1 Link Margin for No Interference 

A generic equation for a link budget (in dB) in the absence of multiple-access 
interference may be written 

where 

Pm = mobile transmitter power, in dBm 

G,, Gc = mobile, base station antenna gains in dBi 

Lmed(d) = median propagation loss 

LC = base station cabling losses 

N, = noise power at the receiver, in dBm 

PG = processing gain 

In (10.39a) EdB is the excess of the received SNR over the required SNR in 
dB, and in (10.39b) M d B  is an operating margin allowing for unpredictable 
SNR variation. Thus, a link budget that includes margin in effect stipulates 
the higher system SNR requirement of SNRreq + MdB to be met by the 
median received SNR. 
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Rearranging (10.39b) to solve for Lmed(d) results in the expression 

Lmed(d) 5 Pm + G, + Gc - LC - Nc + PG - SNRTeq - M d B  
or 

Lmed (d) 5 Lmaz = LO - M ~ B  (10.39~) 
where 

L O = P ~ + G , + G ~ - L ~ - N ~ + P G - S N R ~ , ~  (10.39d) 

which indicates that the amount of tolerable propagation loss for the link is 
reduced by the amount of the margin, which in turn implies a reduction in 
the cell size due to the margin. 

If the link budget is modified by substituting the actual propagation loss 
L(dB) given in (10.38a) in place of the median propagation loss, the link 
reliability can be written as 

PTel = Pr{SNR 2 SNR,,,) 

= Pr{Pm + Gm - L(dB) + Gc - LC - Nc + PG 2 SNRTeq) 

= Pr{Pm + Gm - Lmed(d) - udB G(0 , l )  

+ Gc - LC - Nc + PG 2 SNRreq) 

= Pr{SNRmed - am G(O, 1) > SNRTeq) 

Viewed another way, the reliability can also be written as 

PTe1 = Pr(L(dl3) I Pm + Gm+Gc - LC - Nc + PG - SNRTeq) (10.40d) 
or 

E e l  = Pr{L(dB) I LO) (10.40e) 
where 

n Lo = Pm + Gm+Gc - LC - Nc + PG - SNRTeq (10.409 

Thus, the SNR reliability requirement is seen to be a propagation loss relia- 
bility requirement, to be satisfied by controlling the median propagation loss 
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through the link distance d, as indicated in (10.3%). Substituting (10.38a) for 
L(dB), in view of (10.39~) we obtain 

Example 10.15 What margin is required to achieve 90% reliability? 
Solution: If the requirement is 90% link reliability, then we have the 

equation 

using the method discussed in Section 3.3.2.1. The amount of margin 
required is proportional not only to the reliability but also to the degree of 
variability of the propagation loss expressed in terms of UdB, the standard 
deviation of the propagation loss in dB. 

10.2.1.2 Link Margin and Power Control 

A typical value of the standard deviation for the propagation loss variation is 
UdB = 8 dB [6, 71 (see Section 2.1.5.1), which becomes the standard deviation 
of the SNR if there is no power control. With power control, the mobile 
transmitter power can be adjusted to adapt to the variations in the 
propagation loss, and this adaptation has the effect of reducing the variations. 
A typical value for the standard deviation of the SNR in that case is UdB = 2.5 
dB [8]. Thus, from (10.42) the single-cell margin needed for 90% link 
reliability without power control is 

With power control, the single-cell margin needed for 90% link reliability is 

Figure 10.25 illustrates the fact that the median SNR must be higher for 
U ~ B  = 8 dB to achieve the same link reliability as for U ~ B  = 2.5 dB. Values of 
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ih MdB for a, = 2.5 dB (wlh  power control) 

SNR,,, = SNR,,, + Ma 

for o, = 8 dB (wlo p o w e r  control) 

Figure 10.25 Comparison of reverse link SNR distributions with and without power control. 

the no-interference margin for several different values of the link reliability 
are given in Table 10.3. 

10.2.1.3 Margin Required With Interference 

Having found the margin when there is no interference, we now consider 
i . -what margin is required when same- and other-cell interference is present. 

The median CDMA reverse link SNR may be expressed by 

P, Gc . G,. l/Lmed 
SNR = (10.44) 

( N ~ w ) ,  + (g - 1) a, . P, . G, G, - I/L,~ 

Table 10.3 Required link margins with and without power control 

MdB for u d ~  = 8 dB 
4.18dB 
5.40 dB 
6.73 dB 
8.29 dB 

10.25 dB 
13.16 dB 

MdB for a d B  = 2.5 dB 
1.31 dB 
1.69dB 
2.10 dB 
2.59 dB 
3.20 dB 
4.11 dB 
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Note that the median propagation loss Lmed appears in both the numerator 
and denominator of (10.44) because both the interference power and the 
desired signal power are affected by the propagation losses. However, each of 
the interfering users experiences a different amount of propagation loss at a 
given time. Before, to analyze the margin, we substituted the random loss 
L(dB) for Lmed and found the PTel as a function of the margin. It would not 
be correct to substitute the same random propagation loss L(dB) in place of 
Lmed in both numerator and denominator. The loss to the desired signal in 
the numerator and the losses to the interfering signals in the denominator 
should be treated as having different random components, as analyzed in [9] 
and [lo]. However, as discussed in Section 10.1.3.3, it is valid and expedient 
to take the view that the amount of interference is controlled to maintain a 
certain value of the loading parameter X, giving the SNR expression 

P, . G, G, . l/Lmed 
SNR = 

(NOW), 
(1 - X )  

Note that (10.45) has Lmed only in the numerator and, in fact, the SNR 
expression differs from the no-interference case only by the factor (1 - X). 
Therefore, it is reasonable to substitute a random propagation loss for Lmed in 
(10.45) to formulate the link reliability. It is clear that following this 
procedure leads to the same mobile transmitter power margin in dB as for the 
no-interference case. What makes a difference in margin, however, is the 
provision of the CDMA system for diversity reception and for soft handoff. 

10.2.1.4 Margin for Diversity Reception and Soft Handoff 

In a multicell CDMA system based on IS-95, it is possible for multiple paths 
of a mobile user's reverse link signal to be processed by one or more base 
station receivers. When the mobile is near the border between two cells or 
two sectors, its waveform can be ~rocessed by the two base station receivers. 
Data from the mobile are forwarded by each base station to the MTSO, 
where the best source is selected on a frame-by-frame (20-ms) basis. 

In this situation, a form of selection diversitys is operative, described as 
"soft handoff." As analyzed in Section 3.3.2.2, the equation for the margin 
MdB is given by 

8 On the forward link, it is possible to use optimal (maximal ratio) diversity com- 
bining instead of selection diversity. See Section 4.4.2. 
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where p is the correlation coefficient between the Gaussian propagation losses 
in dB of the two paths from the mobile to the two base stations, and 
L(a, b,  c) is the bivariate Gaussian probability integral [ll]: 

A plot of the relative margin MdB/udB is given in Figure 10.26 as a function 
of p for link reliability equal to 70%, 80•‹/0, and 90%. The data for these plots 
were obtained from curves in Figures 26.2 to 26.4 of [ll]. 

Example 10.16 For soft handoff using selection diversity, what is the relative 
margin required to achieve 90% link reliability? 

Solution: From Figure 10.26, we observe that the value of MdB/udB 
depends on the value of the correlation coefficient p between the Gaussian 
propagation losses (in dB) from the mobile to the two base stations. For 
example, if the two losses are uncorrelated @ = o), the value of MdB/udB 
giving Prel = 0.9 is MdB/ud~ = 0.48. With respect to the relative margin 
found for no diversity, whichin Table 10.3 is given as 1.28155, the soft 
handoff feature of the CDMA system provides a gain of 1.28155 U ~ B  - 0.48 
U ~ B  = 0.80 U ~ B  or 6.4dB when U ~ B  = 8 dB. 

We note from Figure 10.26 that the required margin is low for negative 
correlation, when it is likely that the other link is good when one of them is 
bad, and the required margin is high for positive correlation, when the links 
tend to be either good or bad at the same time. A value of p = 0.5 is perhaps 
typical [12]. For P,,I = 0.9 and a correlation of p = 0.5 between propagation 
losses in adjacent cells, from the figure we find that the margin required at the 
cell boundary (distance R from either base station) is MdB(R) = 0 . 7 7 u d ~ ,  
which equals 6.16dB for U ~ B  = 8dB, and 1.93dB for U ~ B  = 2.5dB. Thus, 
relative to the single cell (no handoff) case, for which the required margin for 
90% reliability is MdB(R) = 10.25 dB for U ~ B  = 8 and MdB(R) = 3.20 dB for 
U ~ B  = 8, there are gains of 4.09 and 1.27dB, respectively, when soft handoff 
is used [13]. 
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- 1 -0.5 0 0.5 1 

Correlation coefficient, p 

Figure 10.26 Relative margin in dB versus correlation. 

In Section 3.3.2.2, it was shown that a hard handoff system must use 
additional margin to prevent excessive handoffs near the cell edge, and that 
increasing the required SNR by 5% (K = 1.05 as described in Table 3.13) for 
this purpose results in a handoff "gain" of -0.85dB for a fourth-power 
propagation law. In Table 10.4, the handoff gains of hard and soft handoff 
systems are compared for different values of the link reliability and for values 
of o d ~  with and without power control. 
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Table 10.4 Comparison of margins and handoff gains for p = 0.5 and K = 1.05 

10.2.1.5 Reliable Signal Level 

The SNR requirement can be turned into a specification for the minimum 
required received RF signal power, denoted PI,. In the case of a single CDMA 
user: 

Pre1 

0.7 

PI, W PI, = . - - - .  - Pi PG SNRreq = (2) = NOW Rb NOW 
(10.47a) 

re9 

U ~ B  

8.0 

2.5 

+ PI, = SNRTeq . NOW + PG (IO.47b) 
or 

P$(d~m) = SNRTeq(dB) + No(dBm/Hz) + W(dBHz) - PG(dB) (10.47~) 

Hard handoff 

Adding the margin to the minimum required signal results in the reliable 
signal level (RSL), given by 

Soft handoff 

M ~ B  
5.03dB 

2.16dB 

RSL(dBm) = PI, (dBm) + MdB (10.47d) 

= P',(dBm) + M d ~ l , ~ ~ ~ ~ ~  cell - handoff gain (dB) (10.47e) 

MdB 
0.64dB 

0.20dB 

Gain 

-0.85dB 

-0.85dB 

Example 10.17 What are the minimum required signal level and the reliable 
signal level for a single CDMA user assuming typical values of the system 
parameters, with and without power control? 

Solution: (a) Minimum required signal. The minimum required signal 
is calculated from (10.47~) as follows: 

Gain 

3.54dB 

1.11 dB 
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Required Eb/NO in dB 7.0 dB 
+ Nb for 5 dB noise figure - 169.0 dBm/Hz 
+ Bandwidth in dBHz 60.9 dBHz 
- Processing gain 21.1 dB 

Minimum required signal Ph - 122.2 dBm 

(b) RSL under no power control. Using (10.47e) and assuming p = 0.5 and 
a& = 8, then the required signal power at the receiver for no power control 
is found as follows: 

Minimum required signal Pk - 122.20 dBm 
+ One-cell margin for 90% reliability 10.25 dB 
- Handoff gain 4.09 dB 

RSL - 1 16.04 dBm 

(c) RSL under power control. Using (10.47e) and assuming p = 0.5 and 
a& = 2.5, then the required signal power at the receiver for power control is 
found as follows: 

Minimum required signal Pk - 122.20 dBm 
+ One-cell margin for 90% reliability 3.20 dB 
- Handoff gain 1.28 dB 

RSL - 120.28 dBm 

10.2.2 Erlang Capacity 

As discussed in Section 3.2, the Erlang B model can be applied directly to the 
reverse links of FDMA and TDMA cellular telephone systems, where the 
channels available for assignment to mobile calls are based on frequency 
division multiplexing. The application of the Erlang B theory to FDMA and 
TDMA cellular systems was straightforward because the number of available 
channels for those systems is fixed. In practice, the number of channels in a 
CDMA cellular system is not fixed, but fluctuates because the reverse link is 
interference-limited. The mechanism for blocking in a CDMA cellular 
system needs to be examined before an application of the Erlang B theory can 
be made. 

In a CDMA cellular system, there is no fixed number of channels as in 
an FDMA or TDMA system, because the capacity (allowable number of 
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users) depends on the degree of interferen~e.~ Blocking occurs when the 
reverse link multiple access interference power reaches a predetermined level 
that is set to maintain acceptable signal quality. If the total user interference 
at a base station receiver exceeds some threshold, the system blocks (denies 
access) to the next user who attempts to place a call. The number of users for 
which the CDMA blocking probability, denoted BCDM~, equals a certain 
value (usually 1 or 2%) is defined to be the Erlang capacity of the system and is 
related to an equivalent number of channels in an FDMA or TDMA cellular 
system. Thus, the calculation of the CDMA blocking probability is based on 
an analysis of the other-user interference. 

Because the number of users (call traffic) at a given time is random, and 
the interference power from a user is an RV, the probability of blocking leads 
to an estimate of the average number of active users that is termed the Erlang 
capacity of the CDMA cell or sector. The determination of Erlang capacity 
depends on the assumptions about the probability distributions of the call 
traffic and user interference. In this section, a comparison is made between 
the CDMA Erlang capacities determined using two different assumed 
distributions for the total user interference power: Gaussian and lognormal. 

10.2.2.1 Formulation of the Blocking Probability 

First we consider a single, isolated CDMA cell with M active users. The total 
reverse link signal-plus-noise power received at the base station can be written 
as 

a ~ l h  + ~ T ~ P ~ + ' . ' + Q I T M P M  + (10.48a) 
" 

M reverse link signals noise power 
where 

The {aTi) are random variables representing the reverse link voice 
activity, which have the experimental values given by [3] 

E{aTi) = ET = 0.4 and E{Q?~) = 3 = 0.31 (10.48b) 

The {Pi) are the random signal powers for the M active users. 

The number of signals M is itself an RV, assumed to have a Poisson 
distribution, so that E{M) = M = Var{M). 

Unless otherwise noted, we discuss CDMA capacity in terms of the requirements 
for the interference-limited reverse link. 
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To a potential (M + 1)st reverse link user, the total power for the M active 
users and the thermal noise is interference power. Thus, we may write 

I' - Z,W = aTl PI + aT2 P2 + . . . + ~ T M  PM + (NOW), (10.48~) 
where 

is the power spectral density level for the total received interference power. 
Normalized by TARb, where Rb is the data bit rate, the total interference is 
characterized by the quantity 

where 

and 

is a parameter indicating the loading of the CDMA system and W/Rb is the 
spread-spectrum processing gain. Given the value of 77, the quality of the 
channel that is available to the (M + 1) st mobile user is characterized by the 
value of the random variable Z; if Z exceeds some threshold value, then the 
channel is effectively unavailable (blocked) to the (M + 1) st user. In terms of 
the distribution of the random variable Z, the probability that the (M + 1) st 
mobile CDMA user will be blocked is the probability that Z exceeds some 
threshold value Zo, as a function of a threshold value of the interference 
parameter 770 : 
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If a probability density function p,(x) is known or assumed for 2, then the 
evaluation of B C D ~ ~  is simply a matter of integrating that pdf over the 
region defined by Z > Zo: 

The exact pdf of Z is not known, however, so an approximation is needed to 
compute BCDMA. 

The CDMA blocking probability can be manipulated to the form 

where QZ( ) is a notation for the complementary cumulative distribution 
function of the standardized (zero-mean, unit variance) version of the RV Z.  

The approximation methods to be considered in what follows are 

Gaussian approximation: Based on the fact that Z is a sum (Central 
Limit Theorem) we can write 

that is, the blocking probability can be calculated using 

0 Lognormal approximation: Based on the fact the SNRs in the sum 
are lognormal, Z itself can be approximately characterized as a log- 
normal variable. 

These approximation methods are based on identifying the actual mean and 
variance of Z with the mean and variance of a Gaussian RV and the mean and 
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variance of a lognormal RV, respectively. Next, we find the mean and 
variance of Z and specify its relation to Gaussian and lognormal RVs. 

10.2.2.2 Mean and Variance of Z 

The form of the interference statistic Z is the weighted sum of the M  RVs 
{pi,  i = 1 , 2 , .  . . , M } :  

Propagation measurements in general indicate that received signal powers, 
when expressed in dB units, are nearly Gaussian. Therefore, the { p i )  in 
(10.52a) also, when measured in dB units, are close to having a Gaussian 
probability distribution with median mdB and standard deviation U ~ B :  

Therefore, the RV pi is lognormal and can be written 

- - e ~ ( m d ~ + u d ~ G i ) ,  using /3 = ( ln10)/10 (10.52~) 

The median, mean, and mean square of pi are assumed to be same for all i and 
are obtained as follows : 

Thus pmed = ePmdB 
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E { e V G }  = MG(v) = ev2/2 (MGF, see Section 1.5.4) 

Because M is analogous to the number of calls in progress through a switch, 
which has a Poisson distribution, it is reasonable to postulate that the mean 
and variance of M are equal, as in the case of a Poisson RV. The mean, mean 
square, and variance of Z therefore are 

i = j terms i # j terms 
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Var{Z) = E{Z2) - [E{z)]~ 
- 

= M Var{ari pi} + (P - %T2) [~{a, pi}]2 

The interference due to mobiles in other cells can be accounted for by 
using first- and second-order frequency reuse factors F = 1 + 6 and F' = 
1 + c', respectively, where (see Section 10.1.2.3) 

Total other-cell received (median) power 
(10.55a) ' = Total sarne-cell received (median) power 

and 
Total other-cell mean square received power E' = (lO.55b) 
Total same-cell mean square received power 

In Appendix 10A, an analysis is presented that leads to a second-order reuse 
fraction value of Q = 0.086. In [3] and [8], S' was assumed to be equal to 6 as 
an upper bound, and the values ( = 6' = 0.55 were used. With this method 
of accounting for interference from other cells, the mean and variance for Z 
become 

and 

Approximations for the probability distribution of 2. Because the M RVs 
{pi , i = 1,2, . . . , M) are lognormal, the interference statistic Z is the 
weighted sum of lognormal RVs. One approximation for the distribution of 
Z is based on assuming that the summing of variables to produce Z causes its 
distribution to converge to a Gaussian distribution according to the CLT. 
Another approach is to assume that the lognormal character of the {pi) 
makes Z have an approximately lognormal distribution. Thus: 
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mM + aMG,  Gaussian approximation 
(10.57~) 

, Lognormal approximation 

10.2.2.3 CDMA Blocking Probability Formula for Gaussian Assumptions 

Under the Gaussian assumption, the mean and variance of Z are identified as 
the mean and variance of a Gaussian RV, r n ~  + aMG: 

Substituting the expressions for the mean and variance of Z, we obtain a 
general expression for the CDMA blocking probability under the Gaussian 
approximation for the interference statistic, given by 

in which the Erlang capacity is M. Because the interference parameter q is 
related to the cell loading discussed in Section 10.1.2.5 by 

we may convert the threshold qo into a loading threshold Xo = 1 - qo and 
write (10.58a) as 



COMA Cellular System Design and Erlang Capacity 1065 

Plots of B c D ~ ~  versus % are shown in Figure 10.27 for a single cell 
(J = J' = 0) and for multiple cells, using J = J' = 0.55 [3] and the parameter 
values C T ~ B  = 2.5dI3, W = 1.2288MHq Rb = 9.6kbps, Xo = 0.9, = 0.4, - 
and a: = 0.31. The plots are parametric in m d ~  = Eb/NO, which takes the 
values 5, 6, and 7dB. We observe that the value of &,/No needed for link 
operations profoundly affects the average number of users that can be accom- 
modated at a given level of bloclung; raising the Eb/& requirement increases 
the blocking probability for the same value of M or decreases the capacity for 
the same probability. For example, when the blocking probability is chosen 
to be BCDMA = = 0.01 = I%, Figure 10.27 shows for multiple cells that 
the corresponding value of the Erlang capacity is 18 for m d B  = 7dB, 24 
for m d B  = 6 dB, and 33 for m d ~  = 5 dB. 

Let us denote the Erlang capacity for a single cell by a, and the 
capacity for multiple cells by %, similar to the notation used in (10.16a). For 
BCDMA = 1.0% and Eb/No = 6 dB, we then read from Figure 10.27 that - 
M ,  = 37.5 and M = 24.1. The ratio of these values is 37.5124.1 = 1.56, a 
value that is approximately equal to the assumed value of the reuse factor, 
F = 1 + J = 1.55. This is consistent with the definition of the reuse factor 
in (10.16a). 

Assuming that m d B  = Eb/NO = 6 dB, the effect of varying the loading 
threshold Xo on BCDMA and % is illustrated in Figure 10.28, in which Xo 
takes the values Xo = 0.66, 0.75, and 0.9. These values correspond to the 
multiple access interference power being twice, three times, and nine times as 
strong as the thermal noise. Raising the loading threshold has the effect of 
relaxing the system requirements, and is seen in Figure 10.28 to result in 
either a decrease in the blocking probability for the same value of 2, or an 
increase in 2 for the same value of BCDMA. 

Example 10.18 What is the form of the bloclung probability as a function of 
the Erlang capacity? 

Solution: If we substitute specific numerical parameter values into the 
general expression (10.58c), such as U ~ B  = - 2.5 dB, m a  = 7dB, W = 1.2288 
MHz, Rb = 9.6 kbps, Xo = 0.9, & = 0.4, a: = 0.31, and we obtain 
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Figure 10.27 CDMA blocking probability (Gaussian approximation) versus average number of 
mobile users, SNR requirement varied. 
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- 2 a, = 0.4, a, = 0.31 EdN, = 6 dB, W/R, = 128 
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Average number of users, E ( w  

Figure 10.28 CDMA blocking probability (Gaussian approximation) versus average number of 
mobile users, loading threshold varied. 
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which is of the form 

Because Q(0) = 0.5, we infer from (10.59b) that the blocking probability is 
50% when M = alb.  This high a blocking probability is of course 
unacceptable, so we know that an acceptable value of blocking probability is 
realized only when a is much less than alb.  It is interesting therefore to 
note by comparing (10.59b) and (10.58~) that the upper limit on based on 
having a small blocking probability is 

TIT ideal ca~acitv 

In Chapter 1, (1.10) shows the ideal CDMA capacity as 

which is valid under perfect power control and omnidirectional cell antenna 
assumptions. Note that under the conditions of perfect power control 
(adB = OdB) and 100% cell loading in the ideal situation (Xo = I), then the 
Erlang capacity bound in (10.59~) is equal to the ideal capacity in (10.59d). 

The sensitivity of the CDMA blocking probability to the value of the 
"second order" reuse fraction is considered in Figure 10.29, in which 
J = 0.55 and Eb/NO = 5, 6, and 7 dB. The BCDMA versus curves for 
J' = 0.55 are seen to be slightly to the left of those for C = 0.086 for small 
blocking probabilities. This indicates that the terms in the analysis that 
involve the mean square power are not critical and that use of the assumption 
that J' = as in [3] and [8] does not incur a significant loss in accuracy, 
provided that the blocking probability is taken to be greater than 1•‹/o. 
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Figure 10.29 CDMA blocking probability (Gaussian approximation) versus average number of 
mobile users, reuse fractions varied. 
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10.2.2.4 CDMA Blocking Probability Formula for Lognormal Assumptions 

Under the lognormal assumption, the mean and variance of Z are identified 
as the mean and variance of a lognormal RV, <, where 

The mean, mean square, and variance of < are given by 

By setting E{Z) = E{<) and Var{Z) = Var{<), where the mean and 
variance of Z are given in (10.56a) and (10.56b), as in [14] we solve for mM 
and u s :  

- 1 2 2  1 2  
M zT e P m d ~ + ~ P  O ~ B  (1 + () = e m ~ + 2  u~ (10.61a) 

and 
-- M a :  e2Pmd~+2P20~~ (1 + (') = e 2 m ~ * h  e M - 1 [ "  1 (10.61b) 

The solution is 

and 
m~ = In P z T  (1 + E)] i- PmdB + a (p2& - u&) (10.61d) 

Using these parameters, the blocking probability formula for the lognormal 
approximation is 

Substituting the expressions for mM and OM, we obtain general expressions 
for the CDMA blocking probability under the lognormal approximation for 
the interference statistic, given by 
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in which the Erlang capacity is U. Because the interference parameter 7 is 
7 = 1 - X as given by (10.58b), we may convert the threshold into a 
loading threshold Xo = 1 - 70 and write (10.62a) as 

/ 

Plots of (10.62b) for BCDMA versus are shown in Figure 10.30 for a 
single cell ([ = [' = 0) and for multiple cells, using ( = 5' = 0.55 [3] and the 
parameter values 6 d ~  = 2.5 dB, W = 1.2288 MHz, Rb = 9.6 kbps, Xo = 0.9, 
- 
a, = 0.4, and a: = 0.31. The plots are parametric in m d B  = Eb/n/O, which 
takes the values 5, 6, and 7 dB. As for the Gaussian approximation in Figure 
10.27, we observe that the value of Eb/& needed for link operations greatly 
affects the value of 37 for a given value BCDMA; the higher the EbINo, the 
lower the M value, for given blocking probability. For example, when 
BCDMA = lop2 = 0.01 = 1•‹h, Figure 10.30 shows for multiple cells that the 
corresponding (integer) value of the Erlang capacity 37 is 16 for Eb/NO = 7 
dB, 22 for Eb/& = 6 dB, and 29 for Eb/NO = 5 dB. 

In Figure 10.31, the cell loading threshold Xo is varied for the 
lognormal approximation and the case of Eb/NO = 6dB. Again we see that 
raising or lowering Xo has a significant effect on the Erlang capacity M for a 
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Average number of users, E{MJ 

Figure 10.30 CDMA blocking probability (lognormal approximation) versus average number 
mobile users, SNR requirement varied. 
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Figure 10.31 CDMA blocking probability (lognormal approximation) versus average number of 
mobile users, loading threshold varied. 



1074 COMA System Engineering Handbook 

given value of the blocking probability. The amount of increase or decrease 
in li? is greater than the amount of increase or decrease in Xo. For example, 
raising Xo by 20% from 0.75 to 0.9 increases the value of li? at BCDMA = 1% 
from about 16 to 22, or about 35%, indicating the high sensitivity of the 
Erlang capacity to the cell loading. Therefore, the threshold value of cell 
loading should be chosen very carefully. The sensitivity of the CDMA 
blocking probability to the value of the second-order reuse fraction J' under 
the lognormal approximation is shown in Figure 10.32, in which the first- 
order reuse fraction ( = 0.55 and Eb/& = 5,6, and 7 dB are used. 

10.2.2.5 Comparison of CDMA Blocking Probabilities 

We have derived Erlang capacity "formulas" for the CDMA cellular system 
under two separate approximations for the interference statistic: a Gaussian 
approximation, by invoking the CLT, and lognormal approximation, on the 
assumption that the sum of M lognormal RVs is also a lognormal RV. For 
the Gaussian approximation, the blocking probability expressions were given 
in (10.58a) and (10.58c), while for the lognormal approximation the blocking 
probability expressions were given in (10.62a) and (10.62b). We have 
expressed the blocking probability as a function of the interference parameter 
threshold qo and the cell loading threshold Xo. These blocking probabilities 
were plotted as a function of Erlang capacity M with the median value of 
rndB = Eb/NO as a parameter for three different values of 5, 6, and 7dB. The 
blocking probabilities plotted in the figures also show two separate cases of 
using second-order reuse fractions of (' = 0.55 and = 0.086. Figures 10.29 
and 10.32 clearly indicate that the blocking probability is insensitive to the 
value of the second-order reuse fraction as demonstrated for the cases of 
e' = 0.55 and Q = 0.086. 

In Figure 10.33 a comparison of the Gaussian and lognormal blocking 
probability approximations is made for < = 0.55 and e' = 0.086. Clearly, it is 
demonstrated that the Gaussian and lognormal approximations to the 
interference statistic give similar results for CDMA blocking probabilities 
greater than 1%. Therefore, we may choose the simpler Gaussian expression. 

Sensitivity of BCDMAto 9. In Figure 10.34, we plot the blocking prob- 
abilities for two different values of e = 0.33 and ( = 0.55. For each case, we 
use the identical value J' = 0.086. We also plot, for comparison purposes, the 
case of ((, (I) = (0.55, 0.086) and the single-cell blocking probability. Note 
that the effect of changing the value of ( is significant, in contrast to what we 
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Figure 10.32 CDMA blocking probability (lognormal approximation) versus average number of 
mobile users, reuse fractions varied. 
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Average number of users, E{M) 

Figure 10.33 Comparison of Gaussian and lognormal blocking probability approximations for 
[ = 0.55 and [' = 0.086. 
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Figure 10.34 Comparison of CDMA blocking probabilities for different reuse fraction values. 
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observe about the sensitivity of BCDMA to tr.  For example, for a blocking 
probability of 1%, J = 0.33 gives % = 22.5, while J = 0.55 gives % = 20. 
We have shown in (10.16b) that ( is bounded between 0.33 and 0.42 as a 
result of theoretical calculations, while ( = 0.55 is a simulation-based reuse 
fraction value [5]. In the sections to follow, we consider calculations for the 
Erlang capacity of a CDMA telephone system and compare it with that of 
FDMA (AMPS) and TDMA (IS-54) systems, using the blocking probability 
curves that we have developed thus far under the Gaussian approximation for 
the interference statistic. Thus, Figure 10.29 can be used for Erlang capacity 
determination for all cases of interest with respect to the values of Eb/NO. 
The comparison of Erlang capacities is based -on first reading the CDMA 
Erlang capacity for a specified blocking probability from ~ i g k e  10.29 and 
then treating it as the offered load, so that we can use the Erlang B probability 
expression 

to find N ,  which is an "equivalent number of channels" to be compared with 
the numbers of channels in the FDMA and TDMA systems. 

10.2.2.6 Erlang Capacity Comparisons of CDMA, FDMA, and TDMA 

Having found the equivalent number of channels in a CDMA system that 
corresponds to a value of blocking probability, we now can compare the 
capacities of CDMA, FDMA, and TDMA cellular systems. For this purpose 
we have constructed Table 10.5. The Erlang capacities and equivalent 
numbers of channels (N) given in Table 10.5 were developed as follows: The 
values of M were read from the curves in Figure 10.29, for the case of 
(J, J r )  = (0.55, 0.086), and the values of N are based on the Erlang B table 
(Table 3.2). For example, for Eb/NO = 7dB and B = BCDMA = I%, from 
Figure 10.29 we read the Erlang capacity % = 20 Erlangs. Now, for % = A, 
the offered load, we need to find the equivalent number of channels N that 
satisfies (10.63). For this N, we look in Table 3.2 and read the corresponding 
number of channels as N = 30, as shown in Table 10.5. 

The number of channels in Table 10.5 is for a CDMA cellular system in 
one 1 .%-MHz band (one FA). Assuming a noncontiguous 12.5-MHz cellular 
band, the CDMA system can use as many as nine 1.25-MHz FAs. 
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Table 10.5 Erlang capacities and corresponding numbers of channels, based on Figure 10.29, 
for ( = 0.55 and E' = 0.086 

- 4 Erlang B x N O  14 Erlang B 1 M formula of FAS formula + Mmdti-FA 

Figure 10.35 Procedure for determining multi-FA CDMA Erlang capacity. 

Thus, to compare the effective number of CDMA channels available in a 
particular sector with the number of channels available in the AMPS and 
TDMA (IS-54) [15] cellular systems (19 and 57, respectively), the numbers for 
N in Table 10.5 must be multiplied by the number of FAs, which is nine. 
After this multiplication is done, the corresponding Erlang capacity can be 
obtained from an Erlang B table or calculation by identifying the offered load 
with a multi-FA CDMA Erlang capacity denoted by Bmulti-FA. AS dia- 
grammed in Figure 10.35, this procedure of finding the offered load corre- 
sponding the aggregate number of channels (nine times N in Table 10.5) 
assumes that all those N' = 9N channels are available for assignment and that 
the mobile is capable of accessing any of them. 

Let us consider a numerical example. For BCDMA = 1•‹/o, = 0.55, 
J' = 0.086, and Eb/NO = 7dB, we have N = 30 from Table 10.5. Thus, the 
effective number of CDMA channels in a 9-FA system is N' = 30 x 9 = 270. 
We now need to find the offered load A = corresponding to 
N' = 270 and 1% blocking The offered load giving this numerical value 
according to the Erlang B formula of (10.63), with replaced by is 
calculated to be 248 Erlangs. The offered load for an AMPS sector, which 
supports 19 channels, gives 12.3Erlangs for a blocking probability of 2%, as 
shown in Table 3.2. For a single sector of an IS-54 TDMA system, which 
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supports 19 x 3 = 57 channels, gives 46.8Erlangs for the identical blocking 
n- probability of 1%. Thus, using the notation of M C D M ~  = Mmulti-FA, the 

ratios of Erlang capacities are computed to be 

MCDMA 248 - - 20.2 (CDMA advantage over AMPS) (10.64a) 
AAMPS 12.3 

MCDMA - 248 - -- - 5.3 (CDMA advantage over IS-54) (10.64b) 
ATDMA 46.8 

Therefore, over a 12.5-MHz band with nine FAs, the total number of Erlangs 
of traffic that a CDMA sector can service is over twenty times that of an 
AMPS FDMA sector and over five times that of an IS-54 TDMA sector. To 
obtain this gain in capacity, however, requires careful implementation of 
sound engineering design principles peculiar to the spread-spectrum waveform 
techniques that are employed by the CDMA system, as is discussed in detail 
in Chapter 11. 

10.2.2.7 Number of Subscribers During the Busy Hour 

We are interested in computing not only the number of active users at a given 
time, but also the number of subscribers that may be supported by the 
CDMA system in any given cell. In terms of traffic theory, consider a 
telephone switch and its trunk of N lines. For system-planning purposes, the 
traffic during the "busy hourn of the day is used. Typically, a user is likely to 
be on the telephone at any given time during the busy hour with the prob- 
ability of 0.02 to 0.03; that is, each subscriber is considered to offer A. = 
0.02 to 0.03Erlangs of traffic. The number of subscribers (Ms) that can be 
supported by the trunk during the busy hour for a specified blocking prob- 
ability that results in the total load A then is given by the formula 

Example 10.19 Consider that eight FAs are available from the B' band of 10 
MHz. If 20 milliErlangs per subscriber is assumed to be the individual offered 
load during the busy hour, what would be the supportable number of 
subscribers per CDMA sector for BCDMA = 2%) R b  = 9.6 kbps, < = 0.55, 
(' = 0.086, and Eb/No = 6 dB? 
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Solution: From Table 10.5, we read that the Erlang capacity and equiv- 
alent number of channels for a single FA are 2 = 28 and N = 36 for 
BCDMA = 2% and Eb/NO = 6 dB. For eight FAs, the number of channels is 
N' = 8 x 36 = 288, which corresponds to an offered load calculated to be 
274Erlangs. Thus McDMA = 274E and the number of subscribers for 
A. = 0.02 E is given by 

Ms = 
MCDMA 274 - - 13,700 subscribers per sector (10.65b) 

A0 0.02 

This example indicates that a CDMA system operator can assume the number 
of supportable subscribers for a single CDMA sector, based on a 2% blocking 
probability, to be 13,700 subscribers. Assuming three sectors per CDMA 
cell, this example indicates that a total number 13,700 x 3 = 41,100 sub- 
scribers per cell. 

An AMPS system for 2% blocking would support 

AAMPS 12.3 - Ms(AMPS) = - - - = 615 subscribers per sector (10.65~) 
A0 0.02 

which indicates a total of 3 x 615 = 1,845 subscribers in one cell. In this 
case, the advantage of CDMA over AMPS in terms of the ratio of subscribers 
is 

41,100 subscribers per cell 
= 22.2 (10.65d) 

1,845 subscribers per cell 

10.2.3 CDMA Area Coverage Analysis 

The area coverage of a base station sector in a cellular system is the geo- 
graphical area in which a mobile unit may communicate with the base station 
with sufficient signal level at the base station receiver to satisfy the service 
requirements. The coverage of individual cellular base stations determines 
how many base stations are required to provide service to a particular area. In 
a CDMA system, the coverage is limited by the multiple access interference 
on the reverse link rather than by the sensitivity of the base station receiver. 
In this section, we show the relation between coverage and capacity for a 
CDMA cellular system [16] by considering the following analysis steps: 
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0 Find the required received signal level as a function of the traffic level 
in Erlangs. 

Use a propagation loss model to find the radius and area of cells to 
achieve the minimum signal as a function of traffic in Erlangs. 

Interpret the cell area in terms of base station density as a function of 
traffic. 

10.2.3.1 Required Received Signal Level as a Function of Loading 

The relation of CDMA coverage to capacity begins with determining the 
effect of cellular traffic on the median ratio of signal power (Ps) to total inter- 
ference power ( I )  plus noise power (a2).10 

When loaded to capacity, by definition, the received ratio Ps/(a2 + I )  
is just sufficient to meet the link requirements, but does not meet 
requirements if another user is added to the reverse link. The maximum 
allowable number of users depends upon the amount of tolerable interference. 
To maintain the same SNR at the base station receiver when there is inter- 
ference as when there is no interference requires that the mobile transmitter 
power be increased when there is interference. Let Ps be the median signal 
power required at the receiver when there is interference, and let Pk be the 
median required signal power at the receiver when there is no interference; 
then assuming that the reverse link power control perfectly adjusts the 
median mobile transmitter powers to adapt to the interference, the system 
maintains the constant signal-to-interference-plus-noise power ratio at the 
receiver that is given by 

-- - - Ps - a 2 + I  's P' or --- 
a2 + I  a2 P's a 2  

But from the definition of loading, we have from (10.19~) 

lo Unless otherwise indicated, for convenience we use I to denote the total reverse 
link interference IT. 
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where Mmax is the maximum number of mobile users that can be accommo- 
dated while meeting the SNR requirement at the receiver. Because our 
interest is to investigate required signal power level as the number of users 
varies from one to some maximum allowable number in a given FA, we need 
to identify that "maximum number of users" to proceed with the relative 
loading, X. We investigate two cases: one for Mmax is that of the capacity 
equation that we derived earlier under the perfect power control assumption 
(ideal capacity equation), and the other one is that of the maximum realizable 
Erlang capacity that we derived in the previous section. 

Ideal capacity equation. When we derive the ideal capacity equation, we 
have neglected thermal noise, and perfect power control is assumed. The 
expression was for the maximum number of users was given in (10.59d) as 

where F is the CDMA reuse factor and 5, is average reverse 
activity factor. Substituting (10.66b) in (10.66a) gives 

and it follows that 

link voice 

where the value of P i ,  the signal power that is required at the receiver in the 
absence of interference, is given in (10.47~) of Section 10.2.1.5. According to 
the perfect power control model, then, the required median value of the 
received signal level in dBm units must increase as a function of the loading as 
follows: 

where Pi(dBm) is the single-user minimum receiver power given by (10.47~): 

P i  (dBm) = (Eb /N,),,, (dB) + No (dB/Hz) + W (&Hz) - PG(dB) 
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Assume that we wish to increase link reliability. For this purpose, the 
target value of SNR in dB is not (Eb/No),,,(dB) but (Eb/No),,(dB) + MdB, 
where MdB is the margin in dB. Table 10.6 gives the link margin for several 
values of link reliability and of OdB, which is reproduced from Table 10.4. 
Because each user is using more power to achieve the margin, a smaller 
number of users can be accommodated, so the value of Mmax(Eb/No) in 
(10.66~) must be replaced by MmaX(Eb/No; MdB): 

Note also that the signal power without interference P i  must be increased by 
the margin in order to achieve a given link reliability, as discussed in Section 
10.2.1.5. The signal power required at the base station receiver to the number 
of users is related to the number of users is then 

where P i  (dBm) is given in (10.67~) 

Example 10.20 Find the maximum number of mobile users in a CDMA 
sector for a single FA with and without a link reliability margin for the 
following assumptions: 

Table 10.6 Link margins for soft handoff 
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PTel = 9O0/0, U ~ B  = 2.5dB, F = 1.55, Er = 0.4, (Eb/N0),,, = 7dB, and 
PG = 128. 

Solution: Assuming a 90% link reliability requirement, from Table 10.6 we 
have the margin MdB = 1.92dB for o d ~  = 2.5, and the values of Mmax for 
the assumptions are 

128 
Mmax (7 dB; 0 dB) = = 41.2 

. 1.55 - 0.4 
and 

128 1 
Mmax (7 dB; 1.92 dB) = .-- - 26.5 (10.68e) 

. 1.55 . 0.4 

The adoption of a 1.92-dB margin cuts the maximum number of users by 
about 1.92 dB, or a factor of 1.556. 

Equation (10.68~) is plotted in Figure 10.36 for a link margin of 0.93 dB 
when Eb/NO is varied, and for the parameter values F = 1.55, E, = 0.4, 
PG = 128. The margin corresponds to a link reliability of Prel = 0.8 and 
 ad^ = 2.5 dB. Note in the figure that the required signal power rises as the 
number of users increases. Near the maximum number of users, the power 
requirement rises to infinity asymptotically at some number of users, Mmax, 
that varies with the assumed values of the parameters. From (10.68b), the 
maximum values are 

Mmax(6 dB; 0.93 dB) = 41.9 

Mmax(5 dB; 0.93 dB) = 52.7 

These numbers increase as Eb/& decreases because the power requirement is 
less. The physical meaning of this mathematical behavior is that, beyond this 
value of M ,  it is impossible for the power control of the system, even a 
perfect power control, to cause the median received SNRs of all the users to 
exceed the desired amount. 

The effect on required signal power of both reliability requirements and 
the degree of power control are shown in Figure 10.37, in which the same 
values of F, &, and PG are used as in Figure 10.36. A 7-dB Eb/& value is 
assumed and Prel, the link reliability, and (T~B, the standard deviation of the 
received power in dBm, are varied as indicated in the figure. It is obvious in 
the figure that the required power and the maximum number of users are 
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Number of active userslsector 

Figure 10.36 CDMA required signal power at receiver versus number of users, Eb/NO varied. 

reduced for a lower reliability requirement and for more efficient power 
control (smaller adB). 

Erlang capacity equation. In this section, we shall examine required power 
at the receiver for the case of the Erlang capacity-derived number of users for 
a specified blocking probability. We consider the Erlang capacity obtained 
under the specified blocking probability as a maximum, and then examine the 
power requirement when the number of active users varies from 1 to Mmax, 
based on (10.67b): 

where 
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Number of active users/sector 

Figure 10.37 CDMA required signal power at receiver versus number of users, reliability and 
power control parameters varied. 

and P$(dBm) is given by (10.67~). Using this approach, Ps(dBm) can be 
plotted as a function of the user traffic, as shown in Figure 10.38, based on the 
blocking probabilities and values of a in Table 10.5. Figure 10.38 depicts the 
rise in required signal power at the receiver, modeled by (10.69b), as the 
number of users increases. 

Erlang capacity for multi-FA CDMA system. As in Section 10.2.2.6, let us 
consider a numerical example: for BCDMA = 2%, E = 0.55, and E' = 0.086, 
we have the values of N for different Eb/& assumption from Table 10.5. 
The effective number of CDMA channels in a 9-FA system is N' = 30 x 9 = 
270. Thus, the 9-FA values of N' are 
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Figure 10.38 CDMA required signal power at receiver versus number of users, for E6/& and 
blocking probability varied. 

N' = 9 x 46 = 414 for Eb/No = 5dB 

N' = 9 x 36 = 324 for Eb/NO = 6dB 

N' = 9 X 29 = 261 for Eb/NO = 7dB 

We now need to find the offered loads A = Mmulti-FA corresponding to these 
N' values and 2% blocking. According to the procedure diagrammed in 
Figure 10.35, we find the following offered loads giving these numerical 
values according to the Erlang B formula of (10.63), with a replaced by - 
Mmulti-FA. We use the notation %multi-FA(~b/N~; BCDMA) as the maximum 
in (10.69b). These numbers are calculated to be as follows: 

- 
Mmulti-~* ( 5  dB; 2%) -' Mmas = 400 
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Figure 10.39 shows the required signal power at the base station receiver for a 
nine-FA CDMA system as a function of the number of users. This model 
projects that each mobile user's signal power must be around -120dBm at 
the base station receiver when there are M = 120 users in the system, evenly 
spread over the nine FAs. 

10.2.3.2 Cell Radius as a Function of Cell Loading 

Having found the value of signal power needed at the base station receiver by 
an IS-95 CDMA cellular system as a function of the user traffic, we next 
convert the signal powers into cell radii through use of a propagation loss 
model and relate the radii to the traffic load. We also expand the assessment 
with consideration of cable losses, antenna gains, and an allowance for the 

0 100 200 300 400 

Number of users/sector 

Figure 10.39 CDMA required signal power at receiver versus number of users for a nine-FA 
system. 
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additional signal attenuation that may occur when the mobile user is inside a 
building. The cell radius is obtained by finding the distance at which the 
propagation loss, when used in the link budget, results in the received signal 
level being equal to its required value, as a function of the traffic load. 

In Section 10.1.3.1, the cell radius was found by setting the maximum 
tolerable reverse link propagation loss equal to the propagation loss from a 
mobile at the cell edge to the base station (when the link distance is the cell 
radius in lulometers, Rkm). This definition of the cell radius provides an 
equation for Rkm, as follows: from (10.20a) we have 

where Rkm(dBkm) is the radius expressed in dB relative to 1 km, and L1 and 
10 y are the effective "interceptn and "slope" of the propagation loss equation 
on a semi-logarithmic plot of propagation loss in dB versus distance: 

Note that y is the distance "power lawn of the propagation loss model because 
(10.70b) can be written in absolute units (i. e., not dB) as 

Propagation loss = 10~1/'O x dkr, oc dzm (10.7Od) 

Therefore, to find a relation for the cell radius in terms of the cell traffic 
loading, we need to find an expression for the maximum link propagation loss 
Lmax in terms of the cell loading and then substitute this expression for Lmax 
in (10.70b). 

Example 10.21 What are the values of the propagation loss parameters L1 
and y for a center frequency in the middle of the reverse link cellular band, 
using the CCIR propagation loss model and assuming that the area under 
consideration is 10% covered with buildings? Assume also that the base 
station and mobile antenna heights are hb = 30m and hm = 1.5m, respec- 
tively. 
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Solution: The reverse link cellular band covers the frequencies 824 to 
849MHz, so a frequency in the middle of this band (representative of the 
possible reverse link frequencies) is f = 835 MHz. The CCIR propagation 
loss formula (see Section 2.1.4.1) for a link center frequency of f = 835 MHz, 
base station antenna height hb = 30m, and mobile antenna height h, = 1.5m 
becomes 

L(dkm) = 95.56 + 35.22 loglo dk, + 25 loglo(%) (10.71a) 

= 120.56 + 35.22 loglo dkm , 10% buildings (10.71b) 

where dk, is the link distance expressed in kilometers and "Oh" denotes the 
percentage of the area that is covered by buildings. Thus, by equating 
(10.71b) with (10.70a), we find the solutions for L1 and y to be L1 = 120.56 
dB and y = 35.22110 = 3.522. 

Our task now is to find an expression for the maximum link propa- 
gation loss in terms of the cell loading. We found in the previous subsection 
that the minimum signal power required at the base station receiver can be 
written 

Ps(dBm) = P',(dBm) + MdB - lOloglo(1- M/Mma,) (10.72a) 

where P', was defined in (10.47~) and (10.67~) as the power required for no 
interference when no link reliability margin is used (i.e., when MdB = 0):11 

P$ ( a m )  = (EbINo),,, (dB) + (No W), (dBm) - (PG) (dB) (10.72b) 

= (Eb/No),,,(dB) - 129.2 dBm (10.72~) 

and the ideal maximum number of users is given by, from (10.68b): 

It follows that the maximum tolerable propagation loss is the loss that, given 
the maximal mobile transmitter power and the various gains and non- 
propagation losses in the reverse link power budget, results in Ps being 

l1 We assume that PG = 128 = 21.1 dB and that the base station receiver has a noise 
figure of 5 dB, resulting in (NOW), = - 108.1 dBm, as discussed in Section 10.1.3.3. 
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delivered to the base station receiver. An equation expressing this condition 
is the following: 

Ps(dBm) = transmitter power + gains - losses - LmX 

= PR (dBm) I no loss - Lmaz (10.73a) 

where 

PR ( a m )  In, loss transmitter power + gains - losses 

= Pm - Lm + Gm - Lp - Lb + Gc - LC (10.73b) 

PR(dBm)~noloss denotes the mobile unit's power that would be delivered to 

the base station receiver if there were no propagation loss. Thus: 

Typical values of the link budget parameters itemized in (10.73b) are given in 
Table 10.7 [16]. When these parameter values are substituted in (10.73b), then 

PR(dBm)~nolos, = 23dBm - OdB + 2.1dBi - 3dB 

- 10 dB + 14.1 dBi - 2 dB = 24.2 dBm (10.73d) 

In Section 10.1.3.3, (10.34~) was given for the maximum loss as a 
function of the cell loading parameter X. For simplicity, that equation 
involves just the antenna gains. If the additional detailed losses included in 
(10.73~) are added, and the margin considered in (10.72a) is introduced, then 
(10.34~) agrees with formulation here, which, using (10.72a), can be expressed 
as 

Table 10.7 CDMA reverse link power budget parameters 

Parameter 
Mobile transmitter power 
Mobile cable losses 
Mobile antenna gain 
Mobile antenna orientation loss 
Allowance for building penetration 
Base station antenna gain 
Base station cable losses 

Symbol Value 

10 dB 
G, 14.1dBi 
LC 2dB 
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Now we substitute (10.73e) for Lmax in (10.70b) to obtain the desired ex- 
pression for the cell radius as a function of the cell loading: 

This expression gives the maximal cell radius that can be obtained for the 
mobile transmitter power assumed in the calculation of PR (dBm) l n o  

Example 10.22 Find a numerical expression for the cell radius based on 
(10.74) when the CCIR model of Example 10.21 and the link budget para- 
meters of Table 10.7 are used. 

Solution: If the parameters of Table 10.7 are used, the received power 
without a propagation loss is PR(dBm) I,, = 24.2 dBm. From (10.72c), the 

required power for interference and no margin is Pb(dBm) = 
(Eb/NO),,q(dB) - 129.2dBm. And, from Example 10.21, the values of L1 

and y are L1 = 120.56 and y = 3.522. Substituting all these into (10.74), we 
get an expression that is parametric in Eb/NO, MdB, M ,  and Mmax: 

-MdB+lOlog10 1 -  - ( l a x ) ]  
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To illustrate the dependence of the cell radius relationship to M on 
assumed values of Eb/No and margin, we use (10.75a) in the example above to 
write 

Using the ideal capacity expression for Mmax that is given in (10.72d) 
the cell radius expression (10.75b) is plotted in Figure 10.40 for different 
values of the combination (MdB + &/No) in dB. The figure shows clearly 
that the margin and/or Eb/NO requirement for the reverse link greatly affects 
the cell size and the rate at which the cell size decreases when there are M 
users. The number of users in Figure 10.40 pertains to a CDMA system with 
one FA. To get the variation in cell size as a function of the number of users 
in a multi-FA CDMA system, simply multiply the number of users plotted in 
Figure 10.40 by the number of FAs. 

If the values of Mmax based on the analysis of Erlang capacity are used 
instead of those based on ideal capacity, then the dependence of cell radius on 
the number of users is modeled by the curves plotted in Figure 10.41, in 
which it was assumed that the margin is zero. The curves in the figure 
pertain to a CDMA system with a single FA, and the values of Mmax were 
taken from Table 10.5. To extend the result to a multi-FA system, the 
procedure illustrated in Figure 10.35 must be followed to ascertain the value 
of Mmax that represents the Erlang capacity for a multi-FA system. 

10.2.3.3 Base Station Density 

The maximal cell radius expression shown in (10.75b) can be extended to give 
the cell area as a function of the number of active CDMA users, and this area 
can be compared with some unit area, to render the minimal base station 
density per unit area. The expression for cell radius can also be manipulated 
to obtain a model for the density of active users. 

The area of a hexagonal cell with the center-to-corner radius R, is 
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Figure 10.40 CDMA cell radius versus number of active users, margin and Eb/& requirement 
varied. 

Let the quantity y be defined as the base station density as follows: 

n y = base station density = number of base stations per unit area 

- unit area 
- - - ao - - - - 0.3849 a0 

(10.76b) 
area of cell ace,, 3 & ~2 Rim 
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Figure 10.41 COMA cell radius versus number of active users, M,,, based on Erlang 
capacity analysis. 

using a0 to denote the unit area expressed in square kilometers, such as 10 
km2, and so forth. The units of the area of the cell are the units of the cell 
radius. Taking the radius of the cell in units of lulometers, we may substitute 
Rkm in (10.75b) for R, in (10.76b) to obtain the minimal base station density 
as a function of the number of users per sector: 
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This expression pertains to the CCIR model of propagation loss for an area 
that is 10% covered by buildings and for f = 835MHz, as discussed in 
examples 10.21 and 10.22. It can be extended to other models by substituting 
numerical values for L1 and y in the cell radius given in (10.74). 

Example 10.23 Find the minimal base station density as a function of the 
number of users per sector when the propagation loss is calculated using the 
NLOS WIM with frequency f = 835 MHz, base station antenna height 
hb = 30m, mobile antenna height h, = 1.5m, building height hB = 20m, 
building separation b = 40m, and width of street w = 20m. Assume an 
orientation loss of 0 dB. 

Solution: Because Ahb = hb - hB = 30 - 20 = 10 m > 0, we substi- 
tute the given parameters in the NLOS WIM formula given in (2.34a) and 
obtain 

L(dkm) = 69.55 + 38 loglo dkm + 26 log 835 - 10 loglo 20 

- 9 loglo 40 + 20 10glo(20 - 1.5) - 1810g10(l + 10) + 0 

= 124.7 + 3810glo dkm (10.77) 

By equating (10.77) with (10.70a), we find that L1 = 124.7dB and y = 3.8. 
Substituting these values in (10.74) results in the maximal cell radius formula 
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Substituting this cell radius in the formula for base station density given in 
(10.76b) results in the following expression for the minimal base station 
density using the NLOS WIM: 

Figure 10.42 shows the base station density per a0 = 10km2as a 
function of cell loading, X = M/Mmax, for the CCIR propagation model 
result (10.76~) and for the NLOS WIM result (10.78~). As indicated in the 
figure, the parameters used in the CCIR example correspond to a suburban 
environment, while those in the WIM example correspond to an urban 
environment. The base station densities are seen in the figure to be about 2.5 
times as high for the urban situation as for the suburban situation, because of 
higher propagation loss. Figure 10.42 can be interpreted in terms of a number 
of users per sector, cell, or multi-FA system by reading M = XMmax using 
the appropriate value of Mmax. 

Example 10.24 An estimate of the number of base stations is to be made by 
using an 80% loading factor (X = 0.8) for areas of 10, 20,. . . , 90, 100 krn2. 
Construct a table for the number of base stations (#BS), for CCIR 
propagation model (suburban) and WIM propagation model (urban), 
assuming an Eb/n/O requirement of 7 dB and the system parameter values used 
in Figure 10.42. 

Solution: From Figure 10.42, at X = 0.8 the value of base station 
density for Eb/& = 7 dB is 0.33 base stations per 10 km2 for the CCIR 
propagation model, which pertains to a suburban situation, and 0.65 base 
stations per 10 km2 for the WIM, which pertains to an urban situation. Thus, 
the numbers of base stations (rounded up to whole numbers) for the various 
area sizes are as shown in Table 10.8. For example, if the area size is 50km2, 
then 5 x 0.33 = 1.65 + 2 base stations would be needed in an suburban 
environment, while 5 x 0.65 = 3.25 + 4 base stations would be required in 
an urban environment. 
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Figure 10.42 Base station density versus cell loading, with Eb/No as a parameter. 
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Table 10.8 Required numbers of base stations estimated in Example 10.24 

The base station density increases as loading increases because the inter- 
ference is increasing, having the effect of reducing the cell radius; that is, the 
cell size is decreasing because the number of users is increasing. It follows 
that the user density per unit area is increasing more than if the cell size 
stayed constant. Assuming three sectors per cell, an equation for the user 
density can be formulated as follows: 

n x = traffic density = number of users per unit area 

- number of users in one cell 3  x  number of users in one sector - - - 
area of one cell area of one cell 

90 

The traffic density x is related to the base station density y, given in (10.76b), 

by 
3M 3M a0 3M 

x=--- - x - -  - X Y  (10.79b) 
ace11 a0 ace11 a0 

or 

100 
7 

50 
1 2 2 3 4 4 5 6 6  

Area in km2 
#BS. urban WIM) 

With these insights, we can immediately use (10.76~) to write the following 
expression for the traffic density per km2: 

20 10 60 30 70 40 80 
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Figure 10.43 shows the traffic density per 10 km2, obtained by multiplying 
(10.79d) by 10, as a function of the number of users for the case of &,/NO = 7 
dB and no margin. The figure pertains to a CDMA system with one FA, but 
it is easily adapted to a multi-FA system by simply multiplying the traffic 
density times the number of FAs. Shown in Figure 10.43 is the fact that the 
two propagation models compared in Figure-10.42 yield different traffic 
density results because they produce different values for the maximal cell 
radius. 

Example 10.25 Suppose that it has been estimated that the number 
of cellular customers is 100 per km2 in a suburban area and 500 per km2 in an 
urban area. Construct a table showing the number of FAs required (#FAs) 
for both the urban area and the suburban area to accommodate these 
customers, as a function of cell loading, for X = 0.2, 0.3,. . . , 0.8. Assume 
that each customer offers A. = 0.02Erlangs of traffic and that the Eb/& 
requirement is 7 dB. 

Solution: For the urban area, the desired Erlang capacity per km2 is 
found by dividing the number of customers per km2 by A. to get 
500 x 0.02 = 10E per km2, or 100E/10 km2. The desired Erlang capacity 
per km2 for the suburban area is 100 x A. = 2 E/km2 or 20E/10 km2. From 
Figure 10.43, we read the Erlang capacity per 10 km2 for 1 FA and determine 
how many FAs are required. For example, for 30•‹/o loading (X = 0.3), Figure 
10.43 shows that the urban system can accommodate about 16 E/10 km2, so 
that the number of FAs required in this instance is 
( l 0 0 ~ / 1 0  km2) t ( l6E/l0 km2) = 6.25 -+ 7 FAs. Table 10.9 shows the 
numbers of FAs required for different loadings. Note that when the number 
of FAs exceeds the number that can be fit into the bandwidth allocated to the 
CDMA system, the requirement is satisfied by using smaller cells. 

Table 10.9 Numbers of FAs required 

I Cell loading / 0.2 1 0.3 1 0.4 1 0.5 1 0.6 / 0.7 1 0.8 
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Figure 10.43 Traffic density in Erlangs per unit area of a0 = 10 km2 versus cell loading. 
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Now let us observe the relationship between the base station density 
(y) and the traffic density (x). Because we obtained both of these quantities 
as functions of the loading X = M/Mm,,, in the form x = x(X) in (10.79d) 
and y = y(X) in (10.76~)~ we can plot them against one another to observe 
the relationship between these quantities. Figures 10.44 and 10.45 give these 
plots for the CCIR propagation model and the WIM, respectively. In each 
figure, the value of the loading common to both the base station density and 
the traffic density is indicated. Note that for each propagation model, these 
figures provide the minimum number of base stations for any unit area that 
may be specified in a given requirement, as a function of traffic density, with 
loading and Eb/NO as parameters. Although the figures are plotted for zero 
margin, we can always plot the required curves by replacing Eb/No with 
MdB + Eb/NO in (10.76~) and (10.79d). 

Example 10.26 Find the subscriber capacity of a system covering an area of 
36 km2 with a minimal CDMA installation using a loading of no greater than 
60%. Assume that A. = 0.02 and Eb/& = 7dB, and find the capacity for 
the urban area we assumed in the previous examples. 

Solution: At 6O0/0 loading, we read from Figure 10.45 (for the WIM) 
that the urban system requires a minimum of 0.45 base stations per 10 km2. 
For the postulated 36 km2 area, then, the minimum number of base stations is 
equal to 0.45 x 3.6 = 1.62 + 2 base stations. From Figure 10.45 again, we 
read that a sector with 1 FA at 60% loading can provide about 33 E of 
capacity per 10 km2 of area, or 118.8 E in 36 km2 at the same time that the 
theoretical value of 1.62 base stations is obtained. Because we have rounded 
up to two base stations, the number of Erlangs for the urban area is 
118.8 x 2/1.62= 147 E. Assuming A. =0.02, the two base stations can 
service up to 147/0.02 = 7,350 subscribers. 
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Figure 10.45 Base station density versus traffic density for WIM model. 
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Appendix 10A Analysis of Second-Order Reuse Fraction 

The blocking probability for a CDMA cellular system is formulated in terms 
of the reuse fractions [ and Q for the received mobile interference power and 
squared power, respectively. An estimate of [ was derived in Section 10.1.2.2, 
based on the methodology in [4]. In this appendix, we extend that method- 
ology to derive an estimate for [', which may be termed the "second order 
reuse fraction." 

Assuming a density of M users uniformly distributed over each cell area 
7rR2, the average total interference power from a cell at distance d was 
formulated in Section 10.1.2.2 as 

lMPO l R d r  r5bTd6' 1 P(d) = - (10A. la) 
7rR2 (r2 + d2 + 2r d cos o ) ~  

Using the parameter n = d / R ,  the integrals may be solved to give 
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Because the total received mobile power in a given cell is MPo , the ratio of 
total received power from all cells to that for one cell is the reuse factor 

MPo + CP(d = KR)  
n Reuse factor = 1 + I = 

K (lOA.2a) 
MPo 

where the reuse fraction E is 

The approximation involved is in assuming that the ratio of the averages 
equals the ratio of the medians of the interference powers. 

For a regular cellular pattern with R equal to the nonoverlapping cell 
radius, there are six adjacent cells each having IF. = 2; a second ring with six 

cells having IF. = 4 and six having IF. = 2&; a third ring with six cells having 
IF. = 6 and twelve having IF. = 2 f i ;  and so forth. As discussed in Section 
10.1.2.2, the sum over the values of K gives F = 0.3198 for the first three 
rings and F z 0.33 for a large number of terms [4]. Tests and simulations [3], 
[8] give a higher value ( z 0.55) attributable to imperfect power control and a 
non-fourth power propagation law in particular situations, among other 
factors differing from this analysis. 

Intuitively, because for small values x2 << x, we expect that the ratio of 
other-cell squared power to same-cell squared power will be much less than 
the ratio of powers. Thus, the authors of [8] recognized that their assumption 
of I' = E would produce an upper bound on the total squared power of the 
interference, and, hence, a lower bound on the system capacity. Extending 
the method in [4], the square of the power received from a mobile in another 
cell can be written as 

giving the total squared power 
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The inner integral involved in the calculation of the total squared interference 
power from another cell is 

found by applying integration formulas 2.554.1 and 2.553.3 in [17]. Thus, the 
outer integral becomes 

Repeated integration by pans and the use of integration formula 2.152.1 in 
[17] give the result 

Using the new integration results, the new quantity Pz(d) can be written 
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Considerations similar to those discussed above lead to the definition of the 
squared-power reuse fraction 

The approximation involved is in equating the ratio of mean squares to the 
ratio of squared medians of the interference powers. Summed over the first 
two rings of adjacent cells, this quantity is calculated to be 

with negligible contributions to the sum from third and farther rings of cells. 



CDMA Optimization Issues 

We saw in Chapters 1 through 10 that a significant increase in user capacity is 
promised by second-generation CDMA digital cellular and PCS systems 
designed according to the IS-95 air interface [I]. However, the benefit of an 
increase in capacity is obtained at the cost of an increase in the complexity of 
the waveform modulation and in the system control and network manage- 
ment segments of the system. We have many system and waveform 
parameters to select that specify the operation of the system and that, 
consequently, determine system performance. The task of optimizing a 
CDMA cellular or PCS system can be viewed as the determination of the best 
values of those many parameters for a particular system in a particular 
environment on a long- or short-term basis, perhaps even in real time. 

For example, before a CDMA cellular system is deployed, we need to 
assign PN code offsets to the different base station/sectors in the system. 
There are as many as 512 different offsets to choose from before reusing any 
of them. Can these offsets be selected arbitrarily, or are there constraints to 
guide in the selection for a particular installation? Another example: The 
forward link waveform is an orthogonally multiplexed combination of pilot, 
synchronization, paging, and traffic channel digitally modulated waveforms; 
all told, there can be 30 to 40 channels being transmitted simultaneously on 
the forward link carrier. What considerations govern the allocation of power 
among these channels? In ~articular, how much of the forward link power 
should be allocated to the ~ i l o t  signal? Can the allocation be based on a one- 
time determination of the conditions in the cell, or must it be continually 
adjusted to achieve good CDMA system performance? 

In this final chapter, we discuss selected aspects of CDMA system 
optimization that are most critical to the operation of the system at, or near, 
its best performance. We introduce the subject of CDMA system optimiza- 
tion by considering the factors affecting the selection and reuse of PN pilot 
offsets and show that the selection of the offsets for neighboring cells and 
sectors is not arbitrary but requires careful consideration. Next, we analyze 
the requirements for forward link channel transmitter powers and present a 
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simultaneous solution for these powers that takes into account the dynamics 
of forward link power control and the different processing gains of each type 
of channel. We show that there is a definite relationship among the forward 
link powers that satisfies each channel's requirements, including fade margins. 
Using parametric variations on the power solutions, we show how the 
different parameters under control of the system operator affect the 
distribution of power among the channels, including the choice of fade 
margins and the realizability of fade margins. These results lead to studies of 
means for balancing the capacity of forward and reverse links to maintain 
good system performance and of possible implementations of dynamic 
forward link power allocation. The emphasis on the forward link in these 
topics reflects the fact that the task of CDMA system optimization is centered 
on parameter selections that are made concerning the forward link [2,  31. 

11.1 Selection of Pilot PN Code Offsets 

In the IS-95 CDMA cellular system, each base station or sector transmits a 
pilot PN-coded signal that is generated by quadrature modulating the 
sinusoidal carrier by "short" I and Q PN codes, without any baseband data 
modulation. Each base station uses the same PN codes. The form of the 
pilot signal as transmitted by base station i is 

where CI and CQ are the in-phase and cross-quadrature f PN code-sequence 
waveforms, respectively, 4i is a code-phase offset that uniquely identifies the 
base station, and 8 is a random initial carrier phase. As illustrated in Figure 
11.1, the CDMA system has as many as M  = 512 offsets (short code starting 
positions) spaced at N  = 64-chip intervals in the short code period of 
M N  = 215 = 32,768 chips. This period is accomplished for each short code 
by appending a zero to the maximal length sequence generated by a 15-stage 
shift register PN generator.l 

The chip rate for the short PN codes is 1.2288MHz7 giving a chip 
1 duration of Tc = m8 = 0 . 8 1 4 ~ ~  and a signal bandwidth of approximately 

1.25 MHz. The period of the short codes in time is 

See Section 6.3.4.2 for a detailed description of the short PN codes in IS-95. 
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I_ One PN code period (MN chips) 

Reference (zero-offset) code phase 
I I 1 I l m l I I I I I I I r I I I l I I I I I I I r I I I I l m I l I I I  

First offset code phase (N chips) 
~ I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I ~ I I I  

Second offset code phase (2N chips) 
~ I I I I I I I I ~ I I I I I I I I I I I I I I I I I I I I I I I I I I I  

I I 1 Third offset code phase (3N chips) 
I I I I I I I I I I  I 1 1 -  I I I I I I I I I I I I I I I I I I I I I I I I  

I I 
Fourth offset code phase (4N chips) 

I I I I 1 I I l 1 I I I I I 1 1 m 1 1 I I I I I I I I I I I I I I r l l I I ~  

Figure 11.1 CDMA pilot PN code offsets. 

32,768 80 
32,768T - sec = - ms = 26.66 ms " - 1,228,800 3 

To control the out-of-band spectrum of the pilot signal, the quadrature PN 
sequence waveforms are generated using lowpass FIR filtering that gives a 
smooth shape to the f pulses (negative polarity H logical "1" and positive 
polarity H logical "0") and extends the time over which they are nonzero, as 
explained in Section 1.4.2. A section of of the shaped in-phase PN code 
baseband waveform is shown in Figure 11.2. 

11.1.1 The Role of PN Offsets in System Operation 

When a mobile CDMA cellular unit is turned on, it acquires (locks onto) the 
strongest base station pilot signal and continually tracks that pilot signal in 
frequency and in PN code phase. Because all the CDMA base stations use the 
same PN codes in their pilot signals, except with different offsets, the mobile 
station has only to make a single search through all code phases to find the 
strongest base station signal. The mobile uses the acquired pilot signal to 
establish synchronism with system timing, which then enables the mobile to 
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Figure 11.2 Shaped I-channel PN code baseband waveform. 

obtain system control information from messages transmitted by the base 
station on the forward link's synchronization and paging channels. Data on 
the paging channels are scrambled by a long PN code, whose synchronization 
is known after the mobile reads the (unscrambled) data on the synchroniza- 
tion channel. 

The synchronization channel for a particular base station has the same 
PN code phase offset as the pilot signal and therefore can be demodulated by 
the mobile after it is locked onto the pilot. The synchronization channel 
repeatedly broadcasts a message starting at the beginning of one of the periods 
of the short code PN sequences, and containing identification and timing 
parameters that include 

Base station and cellular system identification numbers; 

Base station PN code offset as a multiple of N = 64 chips (offset 
index); 

System time and long PN code state at a predetermined time after the 
completion of the message (320ms, minus the offset) to allow the 
receiver time to be set up for this operation. 

By sending the mobile the base station's long PN code state that is valid at a 
known time, the sync message enables the mobile to synchronize its long PN 
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code generator. Subsequently, the mobile can unscramble paging and traffic 
channel data that have been scrambled using the long PN code. 

The mobile learns the base station's identity from the sync message. 
After acquiring the strongest pilot signal, which is likely to be that of the 
nearest base station, the mobile is affiliated with that particular station and is 
under its control. The mobile does not "know" which base station it has 
locked onto until it reads the sync message, which tells the mobile the 
identification number of the base station and its short PN code offset index, 
which we denote by 

The short PN code offset for the base station, in PN code chips, is 
Nm = 64m. Knowing both the offset of the affiliated base station and the 
system timing permits the mobile to synchronize its own reference (zero 
offset) short PN code and long PN code generators with the same timing 
convention used at all the other base stations and active mobile stations. 

The mobile can measure the strength of other base station pilots. The 
mobile has several digital receivers at its command, all contained in the unit's 
modem chip. Several of the mobile's receivers are designed to lock onto and 
track individual base station multipath components and to demodulate them 
for Rake (diversity) combining. One of the mobile's receivers is specially 
designed to search for base station pilot signals and their multipaths and to 
store information about their strengths in a table in its memory, as suggested 
in Table 11.1. 

The pilot offset measurements play a crucial role in handoff operations. 
As the mobile station changes position, it continually becomes farther away 
from some base stations and closer to other base stations, and it may move 
across cell boundaries. To maintain the integrity of a call while the mobile 
moves across cell boundaries, a cellular system is designed to hand off calls 

Table 11.1 Format of data on PN offsets measured by the mobile 

Base station ID Path offset in chips Relative strength 

P 
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from one base station to another base station with a stronger signal. The 
CDMA cellular system has an additional feature called "soft handoff" that 
permits the mobile to process signals from two different base stations at the 
same time, using a form of space diversity. Soft handoff is possible because 
the mobile station has multiple digital receivers for processing calls. In 
anticipation of possible handoffs or possible space diversity opportunities, the 
mobile maintains lists of base station signals that its search receiver has found: 

The active set is the list of pilot signals that are being used for the 
current telephone call. 

The candidate set is the list of pilot signals not presently assigned to 
handle calls, but strong enough to be used successfully. 

The neighbor set is the list of pilot signals that have been found by the 
search receiver, but are not strong enough for good demodulation 
results. 

The remaining set is the set of all pilot offsets that are possible, but 
have yet to be found by the search receiver, based on the fact that the 
eligible values of pilot offsets are increments of N = 64 PN chips. 

1 1.1.2 Pilot Offset Search Parameters 

The search for pilot signals is based on distance considerations. The CDMA 
base station specifies, for each of the four types of pilot signal sets, the size (in 
PN chips) of a "window" in which to search for pilot signal paths. The 
window size, expressible as f K, chips with respect to the nominal offset 
value of 64m chips for the pilot with offset index m, can also be thought of as 
a window on the distance that the mobile is from another base station. 

To understand this concept, first consider the fact that physical distance 
can be expressed in terms of PN chips, as illustrated in Figure 11.3. The 
correspondence between physical distance d and the path distance in chips D 
1s 

d = physical distance = speed of light x path delay = cr 
7- 

= cTc x - = distance for 1 chip x distance in chips 
Tc 

= cTc x D (1 1.4a) 
Thus 
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Base station 
r = path delay 

Distance in chips = d/cT, = r/T, 

T, = chip duration 

Mobile station 
antenna 

Figure 11.3 Delay in pilot signal arrival due to distance. 

- dkm = 4.1 d k ,  chips (11.4b) 
(3 x 105km/sec)(1/1228800 Hz) 

That is, the distance in chips is 4.1 times the distance in kilometers, dkm.  It 
must be kept in mind that the path between the base station and the mobile is 
not necessarily a direct, straight-line path. 

At the mobile station, the time reference-which is aligned with the 
beginning of the zero-offset short PN codes-is delayed by propagation from 
that of the base station. Assuming that the mobile has used the sync message 
information from the base station with which it is currently affiliated, the 
relative timing of that base station, the mobile, and another base station is as 
illustrated in Figure 11.4. There is a chip delay, say, Dl ,  between the system 
time that is kept at the affiliated base station and the system time that is kept 
at the mobile, as a function of the mobile's distance from the base station. 
Therefore, although each base station transmits its PN code using precisely 
the same timing, in general, the propagation delays between the different base 
stations and a particular mobile cause the apparent timing of the direct path 
pilot signals from each base station to be different. For this reason, and 
because it is possible for the mobile to receive multipaths, the search for other 
pilot signals must take into account these possibilities by searching in a 
"window" about the nominal code phases that are possible for the base 
stations, as illustrated in Figure 11.5. 
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Figure 11.4 Relationship between system time and the mobile's system time. 
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Figure 11.5 Pilot offset search window. 
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Figure 11.5 depicts the fact that, although the mobile receiver knows 
that the possible pilot offset chip positions are spaced 64 chips apart, the 
geometry of the relative locations of the mobile and the existing base stations 
may cause the actual or "perceived" chip position of a pilot signal to be "off" 
by one or more chips to the "left" (early) or to the right "late." The figure 
also indicates that, in principle, the amount of variation in perceived pilot 
offset is different for each potential offset position: offset position m in 
Figure 11.5 is shown as having a uncertainty window of f Km chips, while 
offset position m + 1 is shown as having a (smaller) uncertainty window of 
k Km+l chips, where K, and Km+l may be different. However, even if the 
relative locations of the mobiles and the various base stations were known 
and available for the determination of ~ i l o t  offset search windows, there are 
other sources of uncertainty that contribute to the consideration of search 
window size, as we discuss after considering an example problem. 

Example 11.1 Let a mobile receiver be located at the relative distances of 
0.75 km, 1.5 km, and 3 km from base stations A, B, and C, respectively, as 
depicted in Figure 11.6. What are the relative pilot offset delays (in chips) and 
the "perceived" delays at the mobile receiver for these base stations? 

Solution: In view of (11.4b), the delays in chips are DA = 0.75 
km x 4.1 chips/km = 3.1 chips for base station A, DB = 1.5 x 4.1 = 6.2 
chips for base station B, and Dc = 3 x 4.1 = 12.3chips for base station C. 
Presumably, the mobile is affiliated with base station A, so that the mobile's 
time reference is aligned with that of the signal arriving from A; in that case, 
the ~ i l o t  offset from B appears to be DB - DA = 6.2 - 3.1 = 3.1 chips late 
and that from C appears to be Dc - DA = 12.3 - 3.1 = 9.2 chips late. 

Figure 11.6 Example relative distances of a mobile and several base stations. 
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1 1.1.2.1 Effect of Multipath on Search Window 

It is possible for a mobile receiver to establish its system timing reference by 
synchronizing to a reflected path signal from the affiliated base station, rather 
than to a direct path. This can happen because the strength of a reflected path 
can, for a short period of time, be greater than that of the direct path (or 
shortest path, if there is no direct path), even though on the average the 
strengths of reflected paths may decrease with delay as sketched in Figure 
11.7. Therefore, in searching for multipath signals from the affiliated base 
station, the mobile's search window should allow for an uncertainty on the 
order of the delay spread, T,. That is, a search window size of f K chips 
that is based on multipath considerations would use an assumed value of delay 
spread to obtain 

This same consideration would apply to the sizes of the search windows at 
the other pilot offset chip positions, because the mobile does not know the 
multipath delay status of the pilot energy detected during a given search 
interval. 

Example 11.2 What would be the size in chips of a pilot offset search win- 
dow based on (11.5a) when the delay spread is assumed to be 5 ps? 

Solution: K in (1 1.5a) is simply the number of chips in 5 ps, which is 
calculated to be 

K = 5 ps/0.814ps = 6.1 chips (11.5b) 

4 Multipath strength 

I 4- Delay spread, T,,, 

I AT = delay - direct path propagation time 

Figure 11.7 Multipath delay spread. 
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1 1 .I .2.2 Bounds on Relative Delays 

Assume that a mobile receiver has affiliated (synchronized its timing) using a 
pilot signal received from the nearest base station, which we designate as base 
station A. As we have discussed previously, the mobile's timing is delayed 
from that at A by DA chips. The offset of a more distant base station (B) 
appears to be late by the chip delay of the signal from B relative to DA; that 
is, by DB - DA. It follows that the window size for the purpose of 
measuring the strengths of nonaffiliated base stations should allow for the 
possible values of DB - DA. 

If we assume that the mobile is synchronized to the nearest base station, 
then A is closer than B and, therefore, DB - DA > 0. If we cannot assume 
that the mobile has synchronized to the nearest station, then the window for 
B ~ a t h s  must allow for the more general ~ossibilities, and the search window 
would be centered on the nominal offset position of B, which we may denote 
by 4B , and vary 4 according to the bounds given by 

That is, we use 4 to denote the values of the offset in chips to be searched. 
The maximum and minimum values of DB - DA can be estimated, based on 
the spacing of the base stations in the cellular system and the sensitivity of the 
mobile receiver. 

Assuming that the forward link power is adjusted throughout the 
cellular system to minimize interference to adjacent cells, the cell radius is 
approximately the maximal distance to the mobile from which any base 
station's signal appears to be strong enough for demodulation. In practice, 
this distance is made slightly larger than the physical cell radius in order to 
provide for soft handoff (base station diversity) at mobile positions that are 
near the border between two cells. Thus bounds can be put on DB - DA 
based on searching for signals in cells that are adjacent to the mobile's "home" 
cell. As indicated in Figure 11.8, the minimal relative chip distance is zero 
and occurs when the mobile is equidistant from A and B; the maximal chip 
distance occurs when the mobile is as far away from B as possible while still 

being in A's cell. The maximal relative distance is 2R = fi R,. In chips, the 
maximal relative delay of an adjacent cell therefore is 

where we use Rkm to express the cell radius R, in kilometers. 
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Minimum = 0 chips Maximum = 2R x 4.1 chipslkm 
= 6 R, x 4.lchipslkm 

Figure 11.8 Minimal and maximal relative chip distances. 

1 1.1.2.3 IS-95 Search Window Parameters 

We saw that the setting of a search window size & K, for pilot signal offset 
index m must take into account the multipath delay spread and the relative 
positions of base station m and the base station upon which the mobile's 
system timing is based. If the base station software keeps track of the position 
of the mobile, or in some other fashion estimates the distances between the 
mobile and all the base stations in the system, then the base station that is 
controlling the mobile (base station A in the example) can instruct the mobile 
to use a different value of the search window size f K, for each base station. 
If this detailed relative delay information is not developed by the base station, 
the search window sizes must be somewhat larger than necessary to account 
for the uncertainties in the mobile's position and in the values of path delays. 

The IS-95 CDMA system does, in fact, provide for different search 
window sizes to be sent to the mobile in the Systems Parameter Message on the 
paging channel-not for individual base stations, but for the categories of 
detected pilot signals that were mentioned previously. The search window 
parameters and their possible values are listed in Table 11.2 [I]. The mapping 
of these Cbit parameters into a window size is shown graphically in Figure 
11.9. Note that the mapping of the search window parameter permits the 
specification of search window sizes from f 1 PN chip to iz 226 PN chips. 
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Table 11.2 IS-95 search window parameters 

I Active set i SRCH WIN A i 0-15 i 2-452 

Pilot set 

- - I Candidate set I 1 (4 bits) I 

Search window 
parameter 

I Neighbor set I SRCH WIN N 1 ., 
I Remaining set / SRCH-WIN-R I 

Range of 
values 

I 

Search window = +K, 

Window size 
@K,) 

Search window parameter 

Figure 11.9 Mapping of IS95 search window parameter values. 

The range of the delay uncertainty corresponding to these window sizes is 

3z T, = * 0.814 ,us to 3z 226Tc = f 184 ,us 

The range of the differential distance (e.g., d B  - d A )  corresponding to these 
window sizes is 
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Given that the pilot PN code offset spacing is N = 64 chips, the size of the 
search window that is selected by the base station for directing the pilot 
search at the mobile usually is something much less than dz 64 chips. 
However, telling the mobile to search using a certain set of possible offsets 
using a search window size greater than f 64 chips is a way for the base 
station to direct the mobile to "scan" the possible PN code offsets for 
measurement purposes. The selection of search window sizes obviously is 
affected by the PN code offset spacing N. The factors to be considered in 
choosing N are discussed next. 

Example 11.3 If we assume that the mobile station has received from the 
base station the search window parameter SRCH-WIN - A value of 1001, 
what would be the search window size? 

Solution: From Figure 11.9, the search window parameter value of 
1001 = 9 indicates that the window size is K, = dz 28 chips. 

1 1.1.3 Selection of Offset Spacing 

For various reasons, it may be desirable to use an offset spacing greater than 
N = 64 chips; the IS-95 CDMA system has a parameter called PILOT - INC 
(pilot increment factor) that specifies the value of N as 

N = 64 x PILOT - INC = offset index increment 

The issue of what search window sizes to select is affected by the fact that it is 
possible for distant base stations to have differential delay greater than 64 
chips, because the distance corresponding to a 64-chip delay is only 6414.1 = 
15.6 km. Thus, if the mobile is affiliated with a base station having offset 
index m, the pilot signal from another base station having offset index m - 1 
appears in the search window for offset m, if the other base station is about 
15 or 16 km farther away. 

This ambiguous situation is illustrated by Figure 11.10, in which a 
mobile is assumed to be at a distance dA = 0.75 km from its affiliated base 
station A with pilot PN code offset m, and at a distance d B  = 16.2 km from 
another base station (B) with pilot PN code offset m - 1. The differential 
delay in this example is (16.2 km - 0.75 km) x 4.1 chipdkm = 63.3 chips. If 
the offset spacing is N = 64 chips, the pilot signal from base station B appears 
in the search window of base station A's pilot as if it were a multipath 
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Offset = m Offset = m-1 

Figure 11.10 Situation of PN offset ambiguity. 

component of base station A. This situation obviously has the potential for 
false identification of B signals as belonging to A, and there is also the 
possibility that a pilot signal from B can "jam" a pilot signal from A that has 
the same apparent PN code offset. The ambiguous situation illustrated in 
Figure 11.10 can be avoided if the offsets assigned to the different base 
stations are selected carefully, or the offset index increment (spacing) is 
increased (N > 64), or both. 

By increasing the value of PILOT - INC, the system operator can make 
the value of the offset spacing, N ,  be any multiple of 64 chips. It has to be 
remembered, though, that the number of offsets is M = 215/N; the number 
of different PN code offsets is inversely proportional to N. Thus, the selec- 
tion of N for the system may be constrained by the desired number of offsets 
that are available for assignment to base stations or base station sectors. 

In addition to ambiguity, as we have noted, the situation that was 
depicted in Figure 11.10 involves potential interference. An analysis of the 
required value of N can be based on consideration of the interference [4]. If it 
is assumed that offset index ambiguity is unavoidable because of the need to 
have many different PN code offsets available for the base stations and 
sectors, then a reasonable approach is to find a way to bound the interference 
caused by the distant base station or sector because of the ambiguity. 

To begin the analysis, let the following notation be used: 

D, = distance in chips between the mobile and base station i 

D -  2.1 - = Di - Dj = differential distance in chips 

m, = offset index of base station i 

Rkm = cell radius in kilometers 
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Consider two base stations (i and j) that are involved in an ambiguous offset 
index situation, with base station i in control of the mobile. The PN code 
phase offsets for base stations i and j are m i N  and mjN, respectively. For 
propagation losses that are proportional to the pth power of the distance, if 
the PN code phases of the two pilots, as received at the mobile, are different, 
the interference to the signal from base station i (power Si after correlation) 
caused by the signal from base station j (power I, after correlation) can be 
expressed in terms of the ratio (not considering thermal noise) 

Si - ( d ~ )  = 10loglo [ (2) 'I + processing gain in d~ 
4 

where we assumed equal transmitter power from each base station, and p is 
the propagation power law. The amount of processing gain depends on how 
many chips of pilot signal energy are accumulated in the pilot tracking part of 
the receiver. For example, using the distances in the Figure 11.10 and p = 3 
gives 

Di = 0.75 km x 4.1 chips/km = 3.1 chips 

Dj = 16.2 km x 4.1 chips/km = 66.4 chips 

- (66.4 chips) + pG 
- 30 loglo 3.1 chips 

For this example, the amount of interference presented by the ambiguous 
situation is tolerable, since PG can be 15 dB (32 chips) or more (see Section 
7.4). If the PN code phases of the two pilots are the same, as received at the 
mobile, for propagation losses that are proportional to the pth power of the 
distance, the interference to the signal from base station i caused by the signal 
from base station j can be expressed in terms of the ratio 
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assuming equal transmitter powers. That is, the interference ratio in this 
situation is a function of the ratio of the distances and is not improved by the 
spread-spectrum processing gain. In the numerical example just considered, 
for the same apparent code phases, the ratio is 

si 66.4 chips 
-(dB) = 10ploglo 
4 (2)  = 30 loglo ( 3 1 chips ) 

which is still an acceptable value. 
Let base station i be in control of the mobile; then base station j inter- 

feres because of offset ambiguitywith no processing gain improvement, as 
expressed by (11.7b), when the differential distance is such that the apparent 
code phase received by the mobile from the two base stations is the same 
(within one chip). A mathematical statement of this condition of interference 
for the case of the nearest possible interfering base station giving this kind of 
interference is 

Dj  - Di = Dji = code separation between j and i = 1 x N = N 

where the value of N is to be found such that the interference is acceptably 
small. A mathematical statement of the condition that the interference is 
acceptable is 

si 
-(dB) 4 = lop loglo (2) > threshold = po 

where po denotes a baseband SNR threshold. The equation for the condition 
& / I j  > po can be rearranged by the following development: 

Substituting for Dj = Di + N in the preceding expression gives 
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Thus, we have the following lower bound for the offset spacing N:  

In this manner a consideration of the degree of interference posed by 
another base station with an adjacent offset led to a lower bound on the offset 
increment N .  For example, if the acceptable correlated interference threshold 
is po = 24dB [4] and the propagation power law is p = 3 (a conservative 
value in terms of interference), then the lower bound is 

This example shows that, given the values of po and p, the lower bound on 
the offset increment is a function of the distance (in PN code chips) of the 
mobile from its affiliated base station. Because the distance in chips is 
Di = 4.1di, where di is the distance in kilometers, the lower bound can be 
written 

Because by definition, the distance of a mobile from its affiliated base station 
is limited by di 5 Rkm, where Rkm is the cell radius in kilometers, then to 
cover all situations from (11.9b), we must require that 

if the correlated base station interference ratio threshold is po = 24dB and 
p = 3, assuming that it is possible for adjacent cells to have adjacent offsets. 

In the IS-95 CDMA cellular system, the value of the offset increment N 
is restricted to multiples of 64 chips. The lower bound on N then must be 
rounded up to the nearest multiple of 64. For example, the rounded lower 
bound equals 64 chips for 21.77Rkm 5 64, or the cell radius less than or equal 
to 64121.77 = 2.94 kilometers = 3 km. This fact indicates that, according to 
the lower bound analysis, the minimal offset separation between base stations 
should increase by 64 chips for each 3 km of cell radius when po = 24 dB and 
p = 3. The values of the offset increment, N ,  and the corresponding cell 
radius, Rkm, are shown in Table 11.3, along with the number of offsets, 
M = 132768/N]. 
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Table 11.3 Offset spacing and number of offsets for different cell sizes 

This table shows that the larger the cells, the smaller the number of offset 
indexes that are available for assignment to base stations, according to the 
lower bound analysis. 

The lower bound analysis is useful for gaining a preliminary estimate of 
the offset increment N and the number of offset indexes. In a given practical 
CDMA engineering situation, the use of directional sector antennas and 
careful selection of PN code offsets for the base station sites can control the 
PN code interference and thereby make it possible to use a smaller value of N 
to increase M, the number of offsets, or to reuse offset indexes without 
changing N or M as calculated by the lower bound, in much the same way as 
frequency channels are reused in FDMA cellular systems. 

11.2 Optimal Allocation of CDMA Forward Link Power 

The forward link in the IS-95 CDMA cellular system features four different 
kinds of channel: 

A continuously transmitted CDMA pilot channel that provides a PN 
code and signal strength reference for mobile terminals seeking a base 
station with which to affiliate; 

A continously transmitted sync channel that provides base station 
identification and a system timing reference to the mobile terminals; 

0 Up to 7 paging channels that inform mobiles of incoming calls and 
other call-related information and instructions; 

As many as 55 trafic channels over which digital voice and other data 
are transmitted during calls. 
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These channels are simultaneously transmitted by the base station using 
Walsh function orthogonal multiplexing. Because the forward link channels 
are simultaneously transmitted on the same PN code carrier, they share the 
same link power budget gain and loss parameters. However, the different 
channel categories have different baseband data rates and different SNR or 
Eb/NO requirements, and the base station transmits each type of channel at a 
different power level to meet those requirements. 

11.2.1 Forward Link Channel SNR Requirements 

11.2.1.1 Pilot Channel 

The pilot channel is unmodulated, so that its effective data rate is the PN code 
chip rate, Rb = R, = 1.2288MH2, and its SNR requirement is expressed in 
terms of the received pilot channel Ec/NO,T, where E, is the pilot channel 
chip energy and No,T = No + TO,T is the effective noise-plus-interference 
spectral power density. Assuming the noise bandwidth to be equal to the chip 
rate; i.e., W = R,, the received pilot channel's E c / N O , ~  is numerically equal 
to its SNR: 

where Spil is the received pilot channel power, T, = 11 W, N, = No W is the 
mobile receiver's thermal noise power, and IT = To,TW is the effective noise 
power of the received forward link interference. Note that the processing 
gain for the pilot channel is given by 

A typical threshold or required value of E c / N O , ~  for the pilot channel is -15 
dB (see Figure 10.21). This low value is feasible because the pilot channel is 
unmodulated and energy can accumulate for a relatively long observation 
time. 
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1 1.2.1.2 Sync Channel 

The sync channel has a baseband data rate of Rb = 1,200 bps, and its SNR 
requirement is expressed as a threshold for the received sync channel Eb/NO,~. 
The received sync channel Eb/NO,T can be related to its SNR as follows: 

where Ssync is the received sync channel power and Tb = l /Rb.  Note that the 
sync channel has a processing gain of 

- 
1.2288 MHz 

= (z )  - 1,200 bps 
= 1,024 (1l.llb) 

sync 

A typical threshold or required value of Eb/NO,~ for the sync channel is 6 dB. 
Note that the sync channel is transmitted with error-control coding (see 
Figure 4.13). 

1 1.2.1.3 Paging Channels 

Each paging channel has a baseband data rate of Rb = 4,800 bps or Rb = 
9,600 bps, and its SNR requirement is expressed as a threshold for the 
received paging channel Eb/NO,~. For Rb = 4,800 bps, the received sync 
channel E b / & , ~  can be related to its SNR as follows: 

where Spag is the received paging channel power. Note that the paging 

channels have a processing gain of 
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1.2288 MHz 
(PG)pag = (% ) = 4,800 bps = 256 

Pag 

A typical threshold or required value of Eb/No,~ for the paging channel is 6 
dB. Note that the paging channel is transmitted with error-control coding 
(see Figure 4.15). 

1 1.2.1.4 Traffic Channels 

Each trafic channel has a variable baseband data rate of up to Rb = 9,600 bps, 
and its SNR requirement is expressed as a threshold for the received traffic 
channel Eb/NO,T. The received traffic channel Eb/No,~ can be related to its 
SNR as follows: 

where St,* is the received traffic channel power. Assuming Rb = 9,600, the 
traffic channel has a processing gain of 

A typical threshold or required value of E b / % , ~  for the traffic channel is 7 
dB. Note that the traffic channel is transmitted with error-control coding (see 
Figure 4.17). 

1 1.2.1.5 Interference and Noise Terms 

The total interference power on the forward link IT is a component of the 
SNRs of all the channels and may be broken down into same-cell interference 
power I,, and other-cell interference power I,,. 

The forward link channels are transmitted orthogonally, so that ideally, 
there is no same-cell multiple access interference on the forward link. How- 
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ever, due to multipath delays, there is same-cell forward link interference. Let 
the total received forward link power in the absence of interference be 
denoted S as defined in (10.7d); then, as discussed in Section 10.1.1, the same- 
cell interference power on the forward link can be written as a factor times S: 

In the absence of specific multipath information, it is common to use 
K,,,, M 1 as an estimate (see Example 10.2). 

The forward link power received from other base stations at a particular 
mobile's location acts as interference. This other-cell interference power can 
also be written as a factor times S, as implied by the graphs in Figure 10.5: 

Ioc = Kother S (11.14b) 

The strength of the other-cell interference depends on the mobile's location 
within the cell. A reasonable estimate of other-cell interference power is 
obtained by using the value Korher M 2.5 dB = 1.778, as shown in (10.8b). 

The total forward link interference power is denoted IT = I,, + I,, as 
in (10.12a), and we have 

At the mobile receiver, the effective thermal noise power is calculated as 
N, = (NOW),. For a typical mobile noise figure of 8 dB, the receiver noise 
power is (see Example 10.9) 

N, = (%W), = -105.0dBm for (NF), = 8dB (1 1.14e) 

1 1.2.2 Total Forward Link Power 

Having related the forward link interference power to the received forward 
link signal power, it is now appropriate to develop the details of this received 
signal power. In doing so, we find it convenient to define a quantity that we 
call the forward link trafic channel power control factor, denoted Ktrd, and we 
characterize the net link losses that this power will experience. 
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At the base station transmitter, the total power delivered by the power 
amplifier can be written as 

Ptotal Ppil + Pspc + Np Ppag + KtrdM af Ptrd (11.15) 
where 

Ppil = transmitter pilot channel power 

PSync = transmitter sync channel power 

Ppag = transmitter paging channel power 

Ptrd = transmitter traffic channel power 

Np = number of active paging channels 

M = number of active traffic channels 

af = forward link voice activity factor 

Kt,& = forward link power control factor 

For convenience, the traffic channel transmitter power Ptrd used in this 
formulation is taken to be the power transmitted for a mobile user at the cell 
edge. Note that in (11.15) the total traffic channel transmitted power is given 
by the term KtrdM af Ptrd. Although there are assumed to be M active traffic 
channels, the total power in these channels is not M Ptrd because the (average) 
power for any channel is reduced by the average voice activity factor, af 5 1. 
In the same manner, the factor Kt,* < 1 in (11.15) is a parameter that takes 
into account the fact that most of the mobile users are not located at the cell 
edge, and assumes the use of some degree of forward link power control by 
the base station. 

1 1.2.2.1 Forward Link Power Control Factor 

The base station has a rough idea of how much power is needed to support a 
traffic channel, because the base station is engaged in power control on the 
reverse link. If it is assumed that the forward link power for a particular 
traffic channel is adjusted to deliver the required median value of power to the 
mobile's location (and no more, to reduce interference), then it follows that 
the traffic channel power Ptrd(r) required for a mobile at a distance r from 
the base station is inversely proportional to propagation loss within the cell, 
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and may be related to the power required for a mobile at the cell edge 
(distance R) by 

r ' P t r  = P r  ( )  , y = power law, R = cell radius (11.16a) 

We assume that mobiles are equally likely to be at any distance r from the 
base station between the values r = 0 and r = R (at the edge). Then a pdf for 
the distance of mobiles from the base station can be written as (see Section 
1.5) 

O l a l R  
P ' ( ~ )  = { i i R '  otherwise 

The average required forward link traffic channel power is 

Ktraf n 1 
y + 1 ' uniformly distributed over distance (11.16d) 

According to this analysis, the average forward link traffic channel power is 
about l / ( y  + 1) times the traffic channel power needed to serve a mobile at 
the edge of the cell. Because the power law is commonly between y = 3 and 
y = 4, a value of Ktraf on the order of 0.2 or 0.3 would be reasonable for the 
assumptions, and Ktrd = 0.5 would be a conservative value. 

If, instead of being uniformly distributed in distance from the base 
station, the mobiles are uniformly distributed in area within the sector, then a 
pdf for the locations ( r ,  0) of mobiles within the sector is 

I 0 7  
otherwise 
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where 0, is the sector angle. This density function is illustrated in Figure 
11.11. The average forward link traffic channel power is 

That is: 

where 
1 

mobiles uniformly distributed over area (1 1.16g) +,+ 1' 

According to this analysis, the average forward link traffic channel power is 
about 1/(0.5y + 1) times the traffic channel power needed to serve a mobile at 
the edge of the cell. For a power law between y = 3 and y = 4, a value of 
Kt,& on the order of 0.3 or 0.4 would be reasonable for the assumptions, and 
Ktrd = 0.5 would still be a conservative value. 

11.2.2.2 Net Losses on the Forward Link 

In Section 10.1.3.2, we defined the forward link transmission loss LT as the 
net loss on the link. Generalizing that definition to include not only antenna 

Figure 11.1 1 Uniform distribution of mobiles in a sector area. 
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gains but the other loss factors that we considered in Table 10.7 for the 
reverse link, assumed to apply also to the forward link, we can write 

propagation loss x other losses L(d) . Lrm . Ltc 
L T ( ~ >  = - - 

gains G, . GC (11.17a) 
where 

L(d) = median link propagation loss at distance d 

Lrm = mobile receiver losses (cable, etc.) 

LC, = base station transmitter losses (cable, etc.) 

G, = mobile antenna gain 

Gc = base station antenna gain 

Given the total power delivered by the base station transmitter's power 
amplifier, the received forward link power at the location of a mobile on the 
cell edge, in the absence of interference, is 

Because the losses and gains are common to all the forward link channels, the 
received channel powers to be used in calculating the channel SNRs are 

11.2.3 Solution for Forward Link Powers 

With the preceding background and definitions, we are now in a position to 
solve for the forward link powers Ppil , Psync , Ppag , and P,,af that will satisfy 
the constraints placed on the total transmitter power and the link budget for 
each forward link channel, as expressed in (1 1. lOa), (I1 .lla), (1 1.12a), and 
(11.13a). Our formulation for this problem starts with the zero-margin case, 
then is extended to the general case of nonzero margin. The zero-margin 
constraints are the following [5]: 
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where ppil, psync, ppag, and ptraf are the required values of, respectively, 

( E c / N ~ , ~ ) p i l ,  ( E ~ / N o , T ) ~ ~ ~ ~ ,  (Eb lNo ,~ )~ .~ ,  and (Eb/No,~)~~af .  Nominal values 
for the IS-95 system are 

pPil = -15 dB, psync = ppag = 6 dB, and ptrd = 7 dB (11.180 

These equations can be put in the form of a system of simultaneous equations 
to be solved for the channel powers under operational constraints. For 
example, the condition for satisfying the requirements of the pilot channel 
can be manipulated as follows: from (11.18b) with (11.15) substituted, we 
have 
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which results in the linear equation 

where 
n 

a1 = l l ~ p i ~  Kf 
and 

n b = NmLT(R)/Kf > 0 

Similarly, the conditions for satisfying the requirements of the sync, paging, 
and traffic channels as given in (11.18c), (11.18d), and (11.18e) can be 
manipulated into the following linear equation forms: 

We now consider a modification of these equations to include fade 
margins, Mj(dB), j = 1 (pilot), 2 (sync), 3 (paging), and 4 (traffic), to obtain 
more general equations. This modification can be performed simply as 
follows: a fade margin may be included in the analysis by stipulating that the 
SNRs exceed their "required" values by some amount, resulting in the new 
SNR requirements given by 

Thus, the quantities a1 , a2, a s ,  and a4 defined abovenow become, for the 
general case of nonzero margins: 
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Having formulated the required simultaneous constraint equations as linear 
equations as shown above, if the equality conditions are assumed to be 
satisfied at the cell edge, then the problem is a system of linear equations with 

! the following matrix form: 

The determinant of the matrix is 

pi + Ktrd Mat- 

From this expression we observe that a constraint on the solution (since 
powers must be positive numbers) is 

Later, we use this expression to derive a bound on M, the number of active 
users. 

Substituting for LT(R), the solutions for the four forward link channel 
transmitter powers are 
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Note from these equations that the solution for each channel's required 
power is a function of not only the SNR requirement for all the channels, 
including its own, but also the data rates of all the forward link channels as 
shown in terms of the processing gain of each channel. This means that the 
channel power requirements are interdependent. Note also that each channel 
power is a function of the number of active users M ,  which implies that 
ideally the forward link powers must be controlled in real time (dynamic 
power allocation) by using feedback involving all the parameters indicated in 
the denominators of the equations. In a later section, we discuss means for 
implementing these optimal power settings. 

Example 11.4 Using the forward link transmitter power solutions in (11.22a) 
to (11.22d), calculate the required transmitter power of each channel and the 
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total power for the case of zero-valued fade margins in all channels for the 
following parameter values: 

Nm = -lO5dBm, LT(R) = 130dB, Kf = 2.778, 
(1 l.23a) 

Np = 1, M = 25, Ktrd = 0.5, and af = 0.4 

Solution: Using the SNR requirements for no margin Coj = pi) given in 
(11.18f), and substituting the channel processing gains given in (I 1.1 lb), 
(1 1.12b), and (11.13b), and substituting the parameter values in (11.23a), the 
expression in parentheses in the denominators of the equations for the powers 
1s 

Thus, the denominators are all equal to 1 - 0.2469 Kf = 0.3143 = -5.029 dB. 
The numerator factor common to all the powers is 

Using this value, we calculate the required forward link powers as follows: 

PsYnc(dBm) = 25 dBm + 6 dB - 10 loglo(l,024) - (-5.029 dB) 

= 5.926 dBm = 3.91 mW 

Ppag(dBm) = 25 dBm + 6 dB - 10 l0glo(256) - (-5.029 dB) 

= 11.947dBm = 15.66mW 
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Thus, the total forward link power is 

Comments on Example 11.4: If the antenna gains and various losses listed 
in Table 10.7 for the reverse link are valid for the forward link, then the 
postulated transmission loss in (11.23a), LT(R)  = 130dB, corresponds to a 
propagation loss to the cell edge of about 129dB. From Figure 10.12, we 
observe that this propagation loss is typical of a cellular application with the 
cell radius on the order of 1 to 2 km. In view of this cell size, it is perhaps not 
surprising that the total forward link power requirement for Example 11.4 is 
only about one-quarter of a Watt. Of that power, the fraction allocated to 
the pilot channel is 31.831248.4 = 12.8% of the total power. What may seem 
surprising is that the total power of a one-quarter Watt is for a cell loaded with 
25 active users, about 60% of reverse link capacity with no margin, according 
to the "ideal capacity" analysis in Section 10.2.3. It would be natural for a 
cellular operator to want to use more power than this required amount of 
power in an effort to increase system reliability. However, we show later that 
increasing power arbitrarily does not necessarily improve systems perfor- 
mance. 

Example 11.5 Calculate the forward link powers for the same parameter 
values as in Example 11.4, except that each channel has a 1-dB fade margin. 

Solution: By assumption, we have pbil = -14 dB, pLynC = pbag = 7 dB, 

and pira = 8 dB. Because the same value of margin is used for each type of 

channel, we may factor the denominator term calculated in (11.23~) as 
follows: 
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Thus, this term is increased from -6.075 dB in example 11.4 to -5.075 
dB = 0.3108 in this example, and the denominators are all equal to 
1 - 0.3108 Kf = 0.1366 = -8.647 dB. Using this value, we calculate the 
required forward link powers as follows: 

Psyn,(dBm) = 25 dBm + 7 dB - 10 loglo(1024) - (-8.647 dB) 

= 10.544dBm = 11.33mW 

Ppag(dBm) = 25 dBm + 7 dB - 10 loglo(256) - (-8.647 dB) 

= 16.565 dBm = 45.34 mW 

Ptrd(dBm) = 25 dBm + 8 dB - 10 loglo(128) - (-8.647 dB) 

= 20.575 dBm = 114.15 mW 

Thus the total forward link power is 

We note that the 1 dB margin added in example 11.5 caused the amount 
of required power to increase from 24dBm in the zero-margin case of 
example 11.4 to 28.6 dBm, a power increase of 4.6 dB that is considerably 
higher than the increase in margin. These examples reveal a high sensitivity 
of the forward link power solutions to the fade margin. Later, we 
demonstrate the sensitivity of the optimal forward link power solutions to 
the parameters. 
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11.2.3.1 Allocated Channel Power as a Fraction of Total Power 

The fraction of the forward link power allocated to the pilot channel in 
Example 11.5, with a 1-dB margin in all channels, is 92.19/719.6 = 0.128. In 
Example 11.4, with no margin, the fraction of the forward link power 
allocated to the pilot channel was calculated to be 31.831284.4 = 0.128. 
Thus, the pilot fraction is the same. 

This result, that the power fraction for each channel is independent of 
margin when all the channel have same margin, can be explained as follows: 
(1 1.22a) to (11.22d) are of the form 

where the common factor is 

Therefore, the fraction, (j, for channel type j , is given by 

When the margins are equal in all the channels (i.e., Mj(dB) = M(dB) for all 
j), then (1 l.25a) becomes 
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cj = 
P ~ / ( P G > ~  

Psync PP% Ptraf 
(1 1.25b) 

+ (PG),,, + Np (p~),,, + Ktraf Maf ------ 
(PG)tr, 

which is independent of the margin. This explains why the pilot fraction is 
the same in Examples 11.4 and 11.5. Also note that the fractions do not 
depend on the interference factor Kf or on the transmission loss LT(R), 
although the amount is very sensitive to these parameters, as we see in the 
next section. For the parameter values used in Examples 11.4 and 11.5, and 
assuming each channel has the same amount of margin, the fractions for the 
channels are as given in Table 11.4. In the case of a traffic channel, Table 11.4 
gives the fraction for a mobile at the cell edge. It is clear from the expressions 
for the fractions in Table 11.4 that the fraction is primarily a function of the 
number of active users M ,  although it is also a function of the number of 
paging channels Np.  For example, for Np = 1 paging channel, the pilot 
fraction cpil may be written 

Note that the pilot channel fraction is inversely proportional to the number 
of active users. The same statement can be made about all the channels, as 
indicated in Table 11.4. 

Table 11.4 Fractions of the total power allocated to the channels in the equal-margin case 

Channel 

Pilot 

Fraction 

0.0316 
" = 0.0355 + 0.0156 Np + 0.00783 M 
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1 1.2.3.2 Parametric Variations in the Power Solutions 

Because the forward link transmitter power for each of the four channel types 
varies by the same proportion for fixed SNR requirements, a study of the 
effects of the several parameters determining the value of 

v ( P ~ ~ ~ ,  &,, , pb,, pird) can be made using calculations of just the 

channel transmitter power Ppil and its fraction of the total transmitter power. 
In addition to margin, the parameters to be studied are LT , Kf , and M .  For 
convenience, we assume that the same fade margin is used on each channel 
when there is a fade margin. That is, we assume that Mj(dB) in (11.20~) 
equals M(dB) for all the channels. 

Because the transmitter powers are each directly proportional to the 
receiver noise power N,, and to the net link loss LT, plots of Ppil in dBm 
versus LT in dB are straight lines with slopes equal to 1, as shown in Figure 
11.12. In Figure 11.12 we show the dependence of Ppil on LT parametric in 
M ,  the number of users and for the typical parameter values given in (11.23a). 
Note from the figure that the increase in power with M ,  which is needed to 
overcome the same- and other-cell interference, is not linear: the amount of 
increment in Ppil is not identical for the uniform increments of M shown. 

Let us now observe the functional behavior of Ppil versus M.  Assuming 
K,,,, = 1, the total interference factor is Kf = 1 + Kother. In Figure 11.13, we 
show the dependence of pilot power on M with Kother varied [see (11.14b)I. 
In Figure 11.13, we see that there is a value of M at which the required pilot 
power goes to infinity; this value can be interpreted as the user capacity of the 
forward link. More is said about this concept later. The increase in Ppil with 
an increase in Kother for a given value of M is expected in order to overcome 
the increased interference. For a system that is not heavily loaded (M < 25 ) ,  
the sensitivity of Ppil to Kother can be characterized as follows: a half-dB 

increase in Kother requires at most a half-dB increase in Ppil; that is, the 
required increase in pilot power in this instance is less than an increase in the 
other-cell interference factor. 

Figure 11.14 shows the required ~ i l o t  power as a function of the margin 
with the active number of users M as a parameter, assuming that all the 
channels have the same value of fade margin, M(dB). It is important to note 
from the figure that the amount of margin that can be achieved by the system 
is limited to some upper value as a function of M because the transmitter 
power, no matter how large, cannot produce a greater margin. For example, 
the margin can be no greater than I dB when there are M = 30 users. 
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Figure 11.12 Effect of transmission loss on required pilot channel power. 
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Number of active users, M 

Figure 11.13 Effect of other-cell interference factor on Ppi, as a function of M 
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Fade margin, dB 

Figure 11.14 Required pilot channel transmitter power as a function of fade margin. 
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The situation is that, according to our assumptions, the amount of inter- 
ference from other cells is proportional to the total power received at the edge 
of the cell; therefore, increasing transmitter power also increases interference. 
When the interference power is small compared with the mobile receiver's 
thermal noise, increasing the base station power improves the SNR at the 
receiver, but as the interference power becomes greater than the thermal 
noise, there is no more improvement in the SNR to be had by increasing 
transmitter power. In Section 11.3, we discuss the issue of margin more 
thoroughly, and in Section 11.4, we consider the implications of the 
limitation on SNR improvement exhibited in Figure 11.14 for the assessment 
of forward link user capacity. 

To emphasize the fact that all the required channel transmitter powers 
have the same behavior as the pilot channel with respect to its sensitivity to 
the parameters, we show in Figure 11.15 the required power of each channel 
and the corresponding required total power as functions of M .  The 
parameter values used in the calculations are shown in the figure. The curve 
labeled "one traffic channel" is a plot of Ptrd, while the curve labeled "all 
traffic channels" is a plot of KtrafMaf Ptrd. In this figure, it is evident that the 
conditions for meeting the requirements for all the channels cannot be met 
simultaneously when the number of active users exceeds M = 35. This is an 
example of the CDMA "soft capacity" that is a function of many system 
parameters rather than a "hard" or fixed maximum number of users. We 
observe also that the total power in this example is 1 W = O dBW for M = 26 
users. This amount of power is relatively small, because of the processing 
gain of the CDMA modulation and also from the assumed conditions; the 
assumed 145-dB median propagation loss corresponds to the relatively small 
cellular radius of about 3 to 4 km at cellular frequencies and about 1 to 3 km 
at PCS frequencies. 

11.3 Selection of Forward Link Fade Margins 

In this section, we review the basic principles involved in delivering a forward 
link signal to the mobile location to meet a specified SNR objective, where 
the SNR value is chosen to implement a link reliability objective for system 
optimization. We show that the amount of fade margin at the mobile 
receiver is limited by the multiple access interference, so that the desired 
margin may not be achievable for the number of active CDMA users that is 
desired. We also interpret the form of the solutions for the forward link 
powers in a way that explains the fundamental principles that are involved. 
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Figure 1 

Number of active users, M 

1.15 Required channel powers in dBW versus M for N, = 1. 
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11.3.1 Limits on Receiver Margin 

As we have seen, both analytically and in the numerical examples presented 
in Figures 1 I. 11 to 11.15, the effective SNR at the mobile receiver for a given 
type of channel is proportional to Pt, the transmitted power for the channel: 

Other factors being equal (path loss, etc.), the transmitted power for the 
forward link Walsh channel is required to be proportional to the desired SNR 
at the mobile receiver: 

Pt SNRreq (1 1.27b) 

The ratio of median receiver SNR for a given Walsh channel to its required 
SNR is the receiver margin; expressed in dB, the margin is defined by 

n SNRmed(dB) - SNRreq(dB) = M(dB) = receiver margin2 (11.28a) 

Let the margin at the receiver for Walsh channel j in absolute units (not dB) 
be denoted by rT,J ,  where 

In general, the amount of margin experienced at the receiver for a given 
amount of forward link transmitter power is a function of multiple-access and 
multipath interference arising chiefly from forward link transmissions from, 
respectively, other cells and the same cell. Thus, we may write 

where Kf was defined in (11.14d) as the ratio of total interference power 

received by a mobile at the cell edge to the total direct ~ a t h  forward link 
signal power received at that location. 

The margin experienced at the receiver is due to transmitting more 
power than required to obtain ST,, at the receiver. In general, the power that 
is required at the receiver is a function of the interference. 

2 In this section, the notation M(dB) is equivalent to MdB: M(dB) - M d s  
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11.3.1.1 Receiver and Transmitter Powers Under No Interference 

If there is no interference (Kf = O), the required receiver power for Walsh 
channel j is 

n So,j = Sreq,j(0) = SNRreq,j x noise power at mobile 

= SNR,,,, x Nm (1 1.29a) 

So,j is obtained from a required amount of transmitter power in the absence 
of interference: 

n Pto,j = So,j x losses = SNRTeq,j x Nm x losses (11.29b) 

At the forward link transmitter, we may express the amount of power trans- 
mitted in terms of a "transmitter margin" or excess power ratio, which is not a 
function of the interference: 

n Pt,j (excess power r a t i ~ ) ~  = rt,j = - 
Pto,j 

In dB units, we denote this transmitter margin by Mtlj(dB): 

Although Pt,j, rtj, and Mt,j(dB) are not functions of the interference, we 
may use the notations Pt,j (Kf), rtf (Kf), and ~ t , j ( d B ;  Kf) to indicate the 
interference conditions considered in a particular case, either Kf = 0 or Kf 
equal to some nonzero value. 

At the mobile receiver, we may express the median SNR in terms of the 
receiver margin, which, in general, is a function of the interference: 

n (receiver margin) = T,,j (Kt) = 
~ ~ ~ m e d , j  (&) 

SNR,eq,j 

For no interference (Kf = O), the margin at the receiver is the same as the 
transmitter margin: 
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This fact implies that, with or without interference, the received power Sj is 
the minimum required power times the receiver margin that would be 
experienced when there is no interference: 

The receiver margin in the absence of interference can also be written 

Sj x Losses Pt.j 
L , j ( O )  = - - - = rt,3 

So,j x Losses Pt0,3 

which shows that the receiver and transmitter margins are equal when there is 
no interference. 

Example 11.6 Let the mobile receiver noise power be Nm = - 105 dBm. 
What receiver power Soj is needed for Walsh channel j in the absence of 
interference to achieve an SNR of -10 dB? If the net losses on the forward 
link are 120dB, what transmitter power Pto,j is required in the absence of 
interference? What should Pt,j be in the absence of interference if a receiver 
margin of M(dB) = 2 dB is to be implemented? 

Solution: The required receiver power is given by 

The power required at the transmitter is given by 

Pto,j = So,j x Losses = -115dBm + 120dB = 5dBm = 3.16mW 

In the absence of interference the transmitter margin is equal to the receiver 
margin, so the power required to implement a 2 dB margin at the receiver is 
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11.3.1.2 Receiver and Transmitter Powers When There Is Interference 

The total interference IT was defined in (11.14~) to be 

where S denotes the total transmitted power received at a particular mobile 
station, and hence 

j 

where 
Sj = Received power on Walsh channel j (11.31~) 

Therefore, 

IT = Kt S = Kf . x Sj = Kt . x Ptj/Losses (11.31d) 
j i 

where P t , j  denotes the power transmitted for forward link Walsh channel j .  
We show shortly that the receiver margin and the transmitter margin are 
quite different under interference conditions. 

Including interference from the same and other cells, we use (11.30~) to 
show that the median receiver SNR for Walsh channel j is 

But from (11.29a), Sof = SNRTeqJ x Nm, so that we may write (11.31e) as 
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Because by definition, SNRmedlj(Kf) = rT,j(Kf) SNR,,,,, , the receiver margin 
is found by dividing (11.31e) by SNR,e,:j to obtain an expression for the 
received margin as a function of the transmitter margins: 

If all the Walsh channels have the same margins at the transmitter, then they 
have the same receiver margins, and we may write (1 l.32a) as 

From (11.32b), it is clear that the receiver margin is less than the transmitter 
margin when Kf # 0; that is, when there is interference. The presence of 
interference requires more transmitter margin to achieve the same amount of 
receiver margin. This fact is illustrated in Figure 11.16. 

ower (dBm) Receiver median SNR (dB) 

. - - - - - - - - - - - - - - -  * 
For no interference (Kf = 0) 

* 
For no interference (Kf = 0) 

Figure 11.16 Interference induces higher transmitter margin value than that of the receiver 
margin. 
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Using the notation of Section 11.2 for the required SNRs for the 
different forward link Walsh channels, we can write the receiver margin 
(11.32b) as 

If we substitute the nominal values for the IS-95 system as given in (11.18a) 
through (11.18f), the receiver margin is given by 

11.3.2 Numerical Examples of CDMA Margin 

In what follows, we present numerical examples for the achievable CDMA 
link margin as a function of the parameters shown in (11.32c), assuming, for 
simplicity, that all of the forward links use the same value of margin. The 
numerical examples of CDMA margin can be observed from the equations 
derived thus far. 

For example, consider (11.32~). Among several things that we can see 
from the functional form of this equation, we observe an aymptotic limit on 
receiver margin, so that the receiver margin is less than some constant no 
matter how large the transmitter margin rt becomes. That is: 

Therefore, optimization of the system (in the sense of operating with as high 
a receiver margin as can be obtained) requires using the minimal amount of 
forward link power throughout the system, to minimize interference, and to 
design the system so that the value of M and the other parameters afford the 
desired fade margin. 
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1 1.3.2.1 Receiver Margin Versus Transmitter Margin 

Calculations of (11.32~) are shown in Figure 11.17, in which the receiver 
margin is plotted as a function of the transmitter margin, with the number of 
users as a parameter and with the assumptions stated in the figure. The 
limitation on achievable margin that we discussed is clearly seen; the asymp- 
totic amount of achievable margin is inversely proportional to the number of 
active users. For example, when there are M = 20 users, the maximum 
attainable receiver margin is less than 2 dB. This limiting behavior is shown 
in Figure 11.17 in contrast to the no-interference relationship between the 
receiver and transmitter margins. Another observation that can be made 
from Figure 11.18 is the value of transmitter margin that is necessary just to 
meet the receiver SNR requirements with a zero-dB receiver margin. Even 
for as small a number of users as M = 5, about 1.3-dB transmitter margin is 
required to break even. For M = 20 the transmitter margin must be at least 
4.3 dB to break even and for M = 30 it must be at least 9 dB. 

In many instances it is more natural to ask: what transmitter margin is 
needed to achieve a specified receiver margin? The answer to this question is 
the replotting of Figure 11.17 to obtain Figure 11.18. The plotting of these 
curves was facilitated by noting that (11.32~) can be inverted to obtain the 
transmitter margin as a function of receiver margin: 

Psync PP% Ptraf 
- l - ~ f r r  (K*) (Ppil+ +Np- +Ktraf ~ a f  p 

('')pag (PG) t ra f  

Thus, in the case of equal margins for all channels the transmitted power for 
the jth forward link channel can be written as follows: 

Psync PP% Ptraf 
1 - ~ f  r r  ( ~ f )  ppii + ( r P G r s y n . + N p ~  

+ Ktraf M a f  
(PG) t ra f  
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Transmitter margin r, in dB, MJdB) 

Figure 11.1 7 Receiver margin versus transmitter margin, parametric in the number of users. 
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= 0.45, 
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Receiver margin T, in dB, M(dB) 

Figure 11.1 8 Transmitter margin versus receiver margin, parametric in the number of users. 
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11.3.2.2 Receiver Margin Versus Total Forward Link Power 

Because the transmitter margin rt is the ratio of transmitter power to the 
required transmitter power, we can write the total power defined in (11.18a) 
as 

P ,,,, = rt x receiver noise x losses x C SNR ,,,, j 

j 

The result shown in (11.35a) is identical to the sum of the channel powers as 
they are expressed in (1 1.22a) to (1 1.22d), but with a different notation for the 
receiver margin. Setting (11.35a) equal to Ptotal and solving for the receiver 
margin yields the expression 

Figure 11.19 shows the receiver margin as function of total transmitter power 
and reveals that increasing the total power beyond 1 W contributes absolutely 
nothing to improve the forward link channel margins.3 

1 1.4 Forward and Reverse Link Capacity Balancing 

The concept of link balancing was discussed in Section 10.1.3.4 in connection 
with the CDMA system design task of matching the cell size, as determined 
by the communications range of the ~ i l o t  signal from the base station, to the 
range of the mobile transmitter, as limited by the maximum available mobile 

3 We find it worthwhile to make this point rather forcefully because we have 
observed the tendency of engineers to try to apply their experience in non-cellular RF 
situations to the cellular situation. 
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0 2 4 6 8 10 

Total forward link transmitter power in Watts 

Figure 11.19 Receiver margin versus total forward link power, parametric in the number of 
users. 
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transmitter power. In the analysis of link balancing in Chapter 10, we 
assumed a given amount of total forward link power and showed how the 
forward and reverse links can be balanced by selecting the "right" amount of 
pilot channel power through the value of the pilot fraction, Cpil 4. We saw in 
this chapter from an analysis of the required amount of forward link channel 
powers that the total forward link power, if optimally selected as its 
minimum required value, is not fixed but varies as the number of active users 
changes, and that this power is very sensitive to the assumed or actual number 
of users. Therefore, in this section, we revisit the subject of forward and 
reverse link balancing in the system optimization setting. We introduce in 
the process a new concept of "capacity balancing" that is useful for selecting 
optimal CDMA system parameter values. 

11.4.1 Forward Link Capacity 

One upper limit to the number of traffic channels in the IS-95 CDMA cellular 
system is the number of orthogonally multiplexed forward link channels that 
is available for assignment to user traffic. Nominally, 55 channels are desig- 
nated as traffic channels. However, we have seen for the reverse link that 40 
active users is a relatively high number of users, and the reverse link capacity 
is limited by interference to a number of users that is considerably less than 
the number of available forward link channels. In our presentation of 
numerical examples of the optimal forward link powers in Section 11.2, we 
observed that on the forward link the interference also limits the number of 
active users that can be accommodated while satisfying link SNR 
requirements. In what follows, we return to the forward link power 
solutions and derive expressions for forward link capacity as a function of 
interference parameters. 

1 1 A.l .1 Asymptotic Forward Link Capacity 

We saw that the required amount of forward link power "blows up" at some 
value of the number of users, M. For example, in Figure 11.13, we observe 
that the required pilot channel power goes to infinity as M approaches the 
value of M = 39 when Kother = 2.5 dB. This behavior can be interpreted in 

In Chapter 10, the symbol Cp was used; here a slightly different notation is used to  
distinguish the pilot fraction from the paging channel fraction. 
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terms of a limit to the forward link user capacity. Mathematically, the 
observed behavior of the forward link powers can be traced to the fact that 
each channel's power is of the form given in (11.24a) to (11.24e), which has a 
singularity as M approaches some value. That is, for the power to be positive 
and finite, the following restriction must be applied to the denominator of the 
factor u (d,;, , piync , pbag, P:rd) that is common to all the forward link power 
solutions: 

(1 1.36a) 
which can be manipulated to obtain the inequality 

In going from (11.36b) to (11.36c), we assumed that all the forward link 
Walsh channels have the same specified margin, M(dB). To gain some 
physical meaning of "asymptotic forward link capacity," we plot the upper 
bound of M given in (11.36~) with specific parameter assumptions: 
(PG),,, = 128, (PG),,,, = 1,024, and (PG)pag = 256. We will call this value 
the forward link asymptotic capacity, denoted by Mm. That is: 

Plots of (11.37a) are given in Figure 11.20 as a function of the margin in dB. It 
should be recognized that this asymptotic capacity is a value that can never be 
reached because the amount of transmitter power available will be used up 
before M reaches this value. Note that the asymptotic capacity of Figure 
11.20 is for the specific cases of the parameters indicated, and, as such, it is 
also parameter-dependent. The figure also shows that Mm is inversely pro- 
portional to the forward link power control factor Kt,*. 
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Figure 11.20 Forward link asymptotic capacity versus fade margin, parametric in Kt,+ 
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11.4.1.2 Power-Limited Forward Link Capacity 

The user capacity of the forward link can be said to have been reached when 
the total transmitter power equals the maximal power constraint given in 
(11.18a); that is, when the total forward link power equals P,,. This 
condition is expressed when we write (11.18a) with equality by substituting 
(1 1.22a) through (1 1.22d): 

set 
= Pm, 

Solving for M in this equation, which assumes that all the channels have the 
same margin, results in an expression for what can be called the power-limited 
capacity of the forwark link, denoted M(P,,,): 

(PGItraf [ max Psync 
~ ( l ' ~ ~ )  = -Ppil- 

Ktrd af ptraf N ~ L T  (R) + Kf Pmax (PG)sync 

Calculations of (11.37d) are shown in Figure 11.21 and 11.22 for two values of 
P,,: 1 W and 10 W. In Figure 11.21, we assume that the transmission loss is 
125 dB; while in Figure 11.22 we assume that it is 135 dB, corresponding to a 
larger cell. In each figure, Kt,* is varied as a parameter. Figure 11.21 shows 
that when LT(R)  = 125 dB, there is little difference in power-limited capacity 
between the cases of P,, = 1 W and Pma, = 10 W. That is, using ten times 
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Figure 11.21 Power-limited capacity versus fade margin for LT = 125 dB and parametric in 
Ktrat. 



COMA Optimization Issues 1169 

I I I I  I I I I  I I I I  I I I I  I I I I  

I 

i 
- 

P,,, != 1 ow - 

\ i 

N, I= 1, a, =~ 0.4 j 

sync = Ppas = 6 dE39 ptrat = 
I I I I I I I I I  I I I I  1 1 1 1  I I I I  

0.5 1 .O 1.5 2.0 2.5 3.0 

Fade margin, dB 

Figure 11.22 Power-limited capacity versus fade margin for LT = 135 dB and parametric in 
Ktraf- 
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the base station power only increased the possible number of users by one or 
two users in 20 to 30 users! On the other hand, in Figure 11.22 for 10dB 
more allowed transmission loss (larger cell), we see that using ten times the 
power does indeed result in increased user capacity on the forward link. 
These figures indicate that the dependence of the capacity on the fade margin 
is also highly dependent on the cell size. For example, an increase in cell size 
from LT = 125 to LT = 135 showed a 4 : 1 capacity increase for a maximal 
power increase of 10 : 1. 

We also observe that the variation of Kt,* in Figures 11.21 and 11.22 
demonstrates the fact that the forward link power-limited capacity is very 
sensitive to the degree of power control used on forward link traffic channels, 
as well as to the physical distribution of the users. The common theme here 
is that, by whatever means, optimization of the CDMA system requires using 
as little power as possible. 

1 1 A.2 Capacity Balancing 

We have shown that increasing CDMA forward link transmitter power 
beyond a certain value does not result in increasing the link margin. Thus, 
there is no need to use values of forward link power that are far more than 
the required values. Further, as shown here, there is a reason for using the 
right amount of forward link transmitter power-to maintain a balance 
between the effective coverage areas of CDMA forward and reverse links, as a 
function of the number of active mobile users. 

If the forward link pilot channel power is too large, the effective radius 
of the forward link coverage area will be significantly larger than the coverage 
area of the reverse link, with the following consequences: 

0 Mobiles outside the reverse link coverage area for a particular cell (i.e., 
in the area of another cell) will attempt to handoff to the cell because 
of the strong pilot signal. 

0 The handoff, however, is likely to result in a dropped call because the 
mobile probably does not have enough power to maintain reliable 
reverse link communications with the far-away cell. 

0 Also, if the mobile in the area of another cell does have enough power 
and does establish a call with the cell, it will produce excess inter- 
ference on the reverse link of that other cell. 
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If the forward link pilot channel power is too small, the effective radius of the 
forward link coverage area is significantly smaller than the coverage area of 
the reverse link, with the following consequences: 

Mobiles inside the cell's reverse link coverage area experience poor 
forward link quality at the edge of that area. 

Mobiles will have erratic handoff behavior because (assuming all the 
cells use the same forward link power allocation policy) the pilot 
signals of adjacent cells will be weak in the regions between cells. 

The radius of the forward link coverage area and that of the reverse link 
coverage area are approximately equal if the propagation losses on forward 
and reverse links are equal. Using this concept, a link-balancing parameter B, 
as defined in (10.37a), is given by 

and maintained close to a zero value, f 6, where 6 is a tolerance that acknow- 
ledges the uncertainty in the parameters used to calculate B. 

The forward and reverse link propagation losses can be expressed in 
terms of the parameters of each link's power budget. The median received 
SNR for the forward link pilot channel for a mobile at the cell edge can be 
expressed as follows: 

Solving the forward link SNR equation for LT(R) results in the equation 

where the pilot fraction has been shown to be5 

Note that the balancing analysis here now departs from that in Chapter 10 by 
expressing the pilot fraction as a function of M. 
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In dB, the solution for LT(R) on the forward link is 

We assume that the intended value of SNLed,pi l  in (11.39d) is the required 
pilot SNR plus a margin: 

The median received SNR for the reverse link traffic channel for a 
mobile at the cell edge can be expressed as follows: 

SNRmed = 
P,/LT (R) 

where Pm is the maximal mobile transmitter power6, Nc is the base station 
receiver noise power, a, is the reverse link voice activity factor, and Fe is the 
reuse efficiency of the reverse link. Solving the reverse link SNR equation for 
LT(R) results in the equation 

In dB, the solution for LT(R) on the reverse link is 

6 Note that P, is assumed to be the maximal transmitter power here because the 
transmission loss is specified for a distance equal to the cell radius R. For a different 
distance r < R, P, should be interpreted simply as the value of mobile transmitter 
power. 
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We assume that the intended value of SNRmed is the required traffic SNR plus 
a margin: 

= MeV (dB) - (PG),,, (dB) + Mrev (dB1 

where (Eb/N0),,, is the reverse link traffic channel Eb/No requirement, 

(PG),,, is the reverse link ~rocessing gain, and rre, is the reverse link margin, 

and 
n 

Mrev (dB) = 10 log10 r r e v  (1 1.40e) 

Given that the antenna gains and implementation losses are the same 
for forward and reverse links, we can express the balancing parameter in 
terms of the net losses on the two links: 

Substituting for the two transmission losses, we find that the balancing 
parameter t3 is given by 

If we set 23 equal to zero, the target value for balancing, then the following 
expression for forward link total power is found: 
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which in absolute units becomes 
1 

Because the pilot power is simply Ppil = CPil . Ptotal , we can also write 

We now observe the relationship between the pilot channel power and the 
mobile transmitter power under capacity balance conditions by plotting 
(11.42d) as a function of M with other system parameters. Typically, the 
mobile's receiver noise figure is 3 dB more than the noise of the base station 
receiver, and, hence, we assume that mobile receiver noise is twice that at the 
base station, so that Nm/Nc = 2 is a reasonable assumption. The respective 
median SNRs to use in (1 1.42d) are 

S N & ~ ~ , ~ ~ ~  = Ppil rr = 10-15/10 r, = 0.0316 r, (I 1.42e) 
and 

Prev 107110 
SNRmed = - r r e v  = - rrev = 0.0392 rrev (1 1.420 

('')rev 128 
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Note that I', is the forward link receiver margin, whereas rreV is the reverse 
link base station receiver margin. Using the expression for Cpil given in 
(1 1.39~) and substituting assumed numerical values in (1 1 . a d )  that have been 
introduced for the parameters [see (1 1.188 and (1 1.23a)], including F, = 0.75 
as in (10.17a), (11.42d) becomes 

Calculations of (11.42g) are shown in Figures 11.23 and 11.24 as a function of 
the number of users in the form of the ratio of the pilot channel transmitter 
power Ppil, normalized by the mobile station transmit power P,. In Figure 
11.23, the forward and reverse link margins are varied as a parameter, while in 
Figure 11.24 the forward link power control factor Krrd is varied as a 
parameter. These figures display the "correct" amount of pilot channel 
transmitter power as the number of traffic channels varies. We see in Figure 
11.24 that the pilot power starts at about twice the value of P,,, and increases 
as M increases. This figure also reveals the correct relationship between the 
transmitter mobile power and the pilot power under the capacity-balanced 
condition, which can also be exploited as means for open-loop power control. 

Note in Figure 11.24 that the value of Kt,& determines whether the 
ratio Ppil/Pm decreases or increases as a function of M. When pilot power 
increases more than mobile power, it is because there is a higher effective 
value of the interference factor on the forward link than on the reverse link. 
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Figure 11.23 PPiI/P, as a function of the number of users. 
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Figure 11.24 PPil/P, as a function of the number of users, parametric in Kt,,'. 
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11.5 Implementation of Forward Link Dynamic Power Allocation 

The control of transmitter power on the forward link of the IS-95 CDMA 
cellular system has been shown to be of great importance for the achievement 
of high user capacity. The common air interface standard IS-95 states [I] that 
the base station "may" enable forward link power control for traffic channels. 
This power control is an option that may or may not be employed. When 
this power control is enabled, the mobile station periodically reports frame 
error rate statistics to the base station. The base station may use the reported 
frame error rate statistics to adjust the transmit power of the forward traffic 
channel. In what follows, an approach is described for controlling all forward 
link channel powers through the effective gains implemented for individual 
channels in the base station equipment. 

The solutions we have obtained for the optimal power allocation of the 
forward link Walsh channels were given in (11.24a) to (11.24d). We noted 
that the power for Walsh channel j is of the form 

P; p .  - - " (PG), 
v, for Walsh channel j 

where Y was given in (11.24e) to be 

It is clear that we can implement different gains for the Walsh channels by 
using baseband digital voltage gains 

d j  = ,/P;/(PG) , Walsh channel j 

and by using a power amplifier to implement the common gain that affects all 
the channels with a power gain proportional to 



COMA Optimization Issues 1179 

We now consider a numerical example to illustrate the principle of 
implementing optimal forward link channel powers. Let the system para- 
meter values shown in Table 11.5 be assumed. The relative powers of the 
different channels may be controlled by giving each channel a different gain. 
This is most easily implemented at baseband, as the conceptual diagram in 
Figure 11.25 illustrates. The following Walsh channel relative digital gains are 
calculated for the nominal IS-95 parameter values as shown in Table 11.5: 

dl 6 Jm = J.0316/1 = 0.1778 for the pilot channel 

= 0.0624 for the sync channel 

d~ Jm = J3.98/256 = 0.1247 for each paging channel 

4 Jm = J5.01/128 = 0.1979 for each traffic channel 

(1 1.43e) 
where we assumed zero margin for simplicity Co(i = pJ). 

The diagram in Figure 11.25 shows how different gains for the Walsh 
channels achieves the objective of causing the channels to have different 
relative powers. To achieve the desired transmitter output power, there needs 
to be additional gain in the CDMA transmitter, denoted p, at the RF power 
amplifier. Thus, there are the relative gains that are different for each 
channel, and there is a common gain that affects all the channels in the same 
way and causes the correct amount of output power to be delivered to the 
transmitter antenna. 

Let R,,, be the output load seen by the power amplifier, and let the 
power output for a particular Walsh channel be denoted Pj. The amount of 
common voltage gain that is needed is 

Table 11.5 Assumed parameter values 

I Parameter I Value I Parameter I Value 

, . -  I Paging ( ~ ~ / N o j ~ ~  
I I I 

1 6 dB I Mobile reception losses 1 3 dB 

Pilot @c/No)rq 
sync &/No)reO 

- 15 dB 
6 dB 

- - .  . A 

Traffic (Eb/Nb),eq 
Base antenna gain 
Mobile antenna gain 

Receiver noise power 
Base xmission losses 

7 dB 

14.1 dBi 
2.1 dBi 

- 105 dBm 
2 dB 

Voice activity factor 

Power control factor 
Interference factor 

0.4 
0.5 

2.778 
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Desired channel output amplitude 
Common voltage gain = fi = 

Relative channel amplitude x V 
(1 1.44a) 

where f V is the voltage corresponding to the baseband f 1 logic values of 
the data. Since Power = ( ~ m ~ l i t u d e ) ~ / ~ o a d ,  then 

Amplitude = J ~ o w e r  x Load 

and the desired channel output amplitude is 

Amplitude = J(PI + PQ) x Rout = d m  

where PI = $ Pj  and PQ = $ P, are the I-channel and Q-channel output 
powers and Rout is the amplifier load in ohms. For example, the f 1 data 
logic may correspond to f 3 volts (V = 3), and the impedance seen by the 
transmitter power amplifier output may be 50 ohms. 

Thus, using r to denote the margin, assumed to be the same in each 
channel, and selecting any channel j to determine the needed gain, the needed 
output power gain is 

Output power gain = p = ' 3 

(d j  x ~ ) ~ / ~ o , t  

In terms of the detailed parameters, the output power gain is given by 
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For Np and M varying, for V2/%, = (312/50 = 0.18 W = 180mW, and for 
the nominal system parameters presented previously: 

Properties of the multiplexed waveform. Recall from the orthogonal 
multiplexing example that was shown in Figures 5.5 and 5.6 that the Walsh 
function-multiplexed waveform has periodic peaks due to the agreement of 
the Walsh functions with each other in certain chip positions. To continue 
the numerical example used above, we show waveforms obtained from the 
superposition of differently weighted Walsh channels, and from observations 
of the waveforms we comment on requirements for CDMA infrastructure 
and test equipment. Suppose that the gains given in (11.43e) are used to 
simulate an IS-95 baseband data waveform comprised of the sum of 18 Walsh 
channels, as follows: 

Pilot signal with voltage gain 0.1778 and Walsh function Ho7; 

0 Sync channel with voltage gain 0.0624 and Walsh function H32; 

Two active paging channels with voltage gains 0.1247 and Walsh 
functions H1 and H2; 

0 Two active traffic channels to mobiles at the edge, with voltage gains 
0.1979 and Walsh functions H8 and H9; 

Four active traffic channels to mobiles at distances requiring half the 
power for a mobile at the cell edge, with voltage gains 0.1979/* = 0.14 and 
Walsh functions Hlo to H13; 

Eight active traffic channels to mobiles at distances requiring one- 
fourth the power for a mobile at the cell edge, with voltage gains 0.1979/2 = 
0.099 and Walsh functions HI4 to Hal. 

Here we use the Hi notation for the 64-chip Walsh functions, indexed as in IS-95. 
See Table 5.8 for a listing of these functions. 
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In addition, for each pair of paging and traffic channels, we assume that one 
has an input data value of +I  (logic 0) and the other has an input data value of 
-1 (logic 1). Figure 11.26 shows the superposition of these weighted Walsh 
channels prior to combining with I- and Q-channel PN codes, FIR filtering, 
and modulation by sinusoidal carriers for forward link transmission. In 
anticipation of comparing this figure with the results of FIR filtering, a six- 
chip delay is included, as was included in Figures 1.50 and 1.53 to simulate the 
IS-95 FIR filter delay. Recall that the first chip in each 64-chip Walsh 
sequence has the same value. Therefore, since the pairs of paging and traffic 
channels cancel when their Walsh function values agree, the first (delayed) 
Walsh chip value is the sum of pilot and sync channel amplitudes, so that the 
first (delayed) value is 0.1778 + 0.0624 = 0.2402. Thereafter, the total 
amplitude of the signal depends on the particular combination of Walsh 
function agreements and disagreements. If all the data-modulated Walsh chips 

same sign for some chip time, the total amplitude would equal had the 
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Figure 11.26 Simulated Walsh-multiplexed combination of pilot, sync, paging, and traffic 
channels with different voltage gains. 
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the sum of the gains of all the simulated channels, or f 2.2374; we see from 
Figure 11.26 that the total amplitude for the particular Walsh functions that 
are used in this example varies between - 1.85 and + 1.75, and the amplitude 
waveform, in addition to having a period of 64 chips, is quite "peaky." 

After the waveform of Figure 11.26 is separately combined with I- and 
Q-channel PN codes, and then is filtered and used to modulate cosine and sine 
carriers, the resulting envelope is the waveform shown in Figure 11.27. Note 
that the envelope waveform is characterized by relatively large peaks that 
occur periodically if the channel input data are held constant, as in this 
simulation. There are two practical implications of this characteristic 
behavior of the IS-95 forward link waveform. First, the forward link trans- 
mitter's power amplifier must have very good linearity in order to deliver the 
Walsh-multiplexed waveform without significant distortion. Second, it is 
obvious that the testing of such amplifiers using a channel simulator cannot 
be performed using bandlimited noise, even though the signal spectrum 
resembles that of bandlimited noise, because the envelope of the actual IS-95 
time waveform does not resemble that of a noise waveform but has distinctive 
pulse-like features with a significantly large dynamic range. 

0 16 32 48 64 80 96 112 128 

Time in PN chips 

Figure 11.27 Envelope of simulated IS-95 signal. 
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Inlplementation of power allocation using measurements. The solution 
for forward link powers presented in Section 11.2 is based on modeling the 
total forward link power using the quantity Kt,,*, the forward link power 
control factor, to estimate the total traffic channel power in terms of the 
power needed to transmit to a mobile user at the edge of the cell. An 
alternative solution can be based on using a measurement of the actual total 
traffic power instead of that estimate. Under this approach, the equations to 
be solved, equations (I I. l8a) to (I I. l8e), are replaced by the following: 

(PG)sync Psync ($Isync = N ~ L T ( R )  + Kfptota~ 
2 Psync 

where Pt, denotes the actual total traffic channel power on the forward link, 
assuming that this power is being controlled by the CDMA system on a per- 
user basis. Taking the case of equality for each of these equations, the 
corresponding joint solutions for the signaling (non-traffic) channels are 

Psync 
1 - Kf Ppil + + Np A!?L ( (pG)sync (PG)pag 
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In this solution, the SNR requirements with margin piynr, and pdp) may 
be used in place of the requirements with zero-margin. Note that the formu- 
lation does not result in a solution for traffic channel power, since it is 
assumed that the forward link power control is operative. If desired, 
however, we can calculate a value of traffic channel power for initializing the 
forward traffic power control loop by replacing pPag and (PG)Pag in the 

numerator of (1 1.46~) with ptrd and (PG),,*, respectively. 
Also, instead of estimating other-cell interference as Kother times the 

received forward link power at the cell edge, we can find the signaling channel 
powers using measurements or some other estimate of the term lother, 
resulting in the pilot channel power solution (for example) given by 

Note that, with or without these measurements, the solution for pilot power 
results in a value of the pilot power fraction Cpil that is not a fixed value but 
adapts to  the amount of traffic and interference. 
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Analog signal processing, 693 
Analysis approach, 680 
Angle of incidence, 193 
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modeling, 288 
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chip waveform, 639 
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filter, 674 
Fourier transform of, 96, 642 
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Bandpass waveforms 
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779-80 
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See abo Waveforms 
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Binary symmetric channel (BSC) (continued) 
symbol error probability, 892 
upper bounds, 913 

Binomial experiment, 89 
Binomial random variable, 89-90 

MGF, 89 
variance, 90 

Bit-error performance 
binary orthogonal system with diversity in 

Rayleigh fading, 950 
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manipulation, 1060 
for reuse factors, 1077 
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average error probability, 822-23 
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coherent, 839 
conditional error probability, 935, 936 
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equal-gain diversity reception, 960 
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reception, 939 
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receiver output, 767 
receiver processing, 766 
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normalized transfer function for, 132 
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Call departures, 268 
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channel, 844 
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IS-54 standard, 6 
IS-95 standard, 7, 10-14 
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TDMA, 6 

Carrier-to-interference ratio, 10 19 
Carrier-to-noise power ratio, 1040 
Catastrophic error propagation, 888-90 
CCIR formula, 188-90 

base station antenna height, 208 
base station density vs. traffic density, 1 
cell radius, 1024 
effective power law, 189 
Hata formula comparison, 189 
for median propagation path loss, 323 
path-loss equation, 188 
propagation distance power laws, 1034 
propagation loss, 189, 213, 1091 
See alro Propagation formulas 

CDMA 
area coverage analysis, 1081-1 103 
cells. See Cells 

center frequency regions, 338 
defined, 18-2 1 
Erlang capacity comparison, 1078-80 
FDMA capacity vs., 14 
frequency reuse pattern, 1022 
illustrated, 5 
link reliability, 1048-57 
multi-FA Erlang capacity, 1079, 1087-89 
optimization issues, 11 11-86 
primary channel, 775 
receiver, 11 
receiver operations, 765, 769 
reuse parameters, 101 7-1 8 
secondary channel, 775 
"soft capacity," 1 15 1 
spectrum reuse, 337 
waveforms, 337, 338 
See alro Multiple access techniques 

CDMA systems 
BPSK, 359,763-68 
capacity, 6 7 ,  10, 1 1, 101 8-20 
cellular, 480 
design, 7, 1001-1 109 
Erlang capacity, 90, 1048, 1057-8 1 
hardware, 1 
interference, 12-13 
military type of, 656 
multicell, 12-13 
nonmilitary type of, 656-58 
optimization, 11 11-12 
PCS, 480, 527 
processing gain and, 10, 11 
QPSK, 359,769-73 
second-generation, 1 
single-cell, 13 
user capacity of, 847 

Cell loading, 1020-22, 1040 
base station density vs., 1099 
cell radius as function of, 1089-94 
interference to noise ratio as function 

of, 1021 
received signal level as function of, 1082-89 
threshold, 1065, 1071, 1074 
traffic density vs., 1102 

Cell radius 
CCIR propagation model, 1024 
cell loading as function of, 1089-94 
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Cell radius (continued) 
density of active users and, 1094 
formula, 1024 
forward link, 1022-23 
Hata propagation loss model, 1025 
link distance as, 1089 
maximal formula, 1097 
maximum link loss vs., 1026-27, 

1029-30,1031-33 
maximum propagation loss and, 1023-33 
number of active users vs., 1095, 1096 
numerical expression for, 1093 
relationship dependence, 1094 
reverse link, 1022-23 
Walfisch-Ikegami propagation loss 

model, 1028-30 
Cells 

accumulated order of, 285 
capacity, 7 
center-to-corner radius, 1094-95 
cochannel interfering, 286,287 
density of, 297 
geometry of, 277-87 
hexagonal, 279,282-84 
interfering, locations of, 284-87 
overlap, 3 10 
physical dimensions of, 298 
radius vs. number of active users, 325 
scaling of, 297 
sectorization of, 296 
splitting, 296-99 
Scc a h  Cluster sizes 

Cell size, 1022-47 
effective, 1022 
forward link, 1035 
offsets for, 1129 
variation in, 1094 

Cellular 
channel assignments, 300 
clusters, 282-84 
concept, 274-87 
coordinate systems, 279-82 
coverage limits, 302-5 
coverage vs. capacity, 305-27 
design, propagation models in, 205-14 
free-space propagation and, 290 
frequency allocations, 336, 337 

hexagonal cell patterns, 279 
idealized coverage area, 277 
link budget, 303 
nonorthogonal coordinate system, 280 
ring coordinate system, 281 
rings, 281 
spectrum division, 294 
subscribers, 297 

Cellular capacity 
coverage vs., 305-27 
increasing with frequency reuse, 275-77 
"loaded," 305 
sector, 305 

Cellular Telecommunications Industry 
Association (CTIA), 2 

Center-to-edge cell radius, 10 15 
Central chi-squared distribution, 1 4 1 4 4  

CHF, 142 
defined, 141-42 
notation, 147 
pdf, 142 
scaled, 143-44, 147 
standard, 143 
See a h  Chi-squared RV 

Central Limit Theorem (CLT), 105-7 
approximation, 1 13, 149 
CB comparison, 1 12, 1 13 
defined, 106 
use of, 107 

Central moment, 82 
joint, 83 
second-order, 93 

Channel capacity, 844 
Channel coding schemes, 839, 842 
Channel models, 2 15-29 

defined, 21 5 
delay spread1Doppler spread 

combination, 226-29 
Doppler-spread function, 2 2 4 2 6  
frequency transfer function, 221-24 

Channels 
access, 360-62 
allocation summary, 301 
AMPS, 293 
AWGN, 677 
bandwidth, 843 
binary symmetric (BSC), 873-75 
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communication, 677 
control, 30 1 
defined, 21 5 
delay spread, 21 8-19, 226 
diversity, 93 1 
Doppler-spread, 226, 233 
doubly dispersive, 234, 236 
effect on input signal, 216 
fading, 229-33, 236 
fonvard link, 334,335, 342, 343-56 
Gaussian, 687-90 
input signal replicas, 216, 217 
multipath, 974 
noiseless, 845 
output, 218 
paging, 350-53 
pilot, 344-47 
reverse link, 334, 335, 346, 3 5 6 6 7  
reverse traffic, 362-66 
setup, 301 
SNR, 966,967 
synchronization, 347-50 
as tapped delay lines, 217 
traffic, 353-56 
Walsh, 1153, 1154, 1156, 1157, 1158, 

1 178-79.1 182-83 
Characteristic function (CHF), 84-86 

central chi-squared RV, 142 
defined, 84 
for Gaussian RV, 85 
moments and, 85 
noncentral chi-squared RV, 145 

Characteristic matrix, 565 
Characteristic polynomials, 583 

defined, 565 
short PN sequence, 6 16 

Chernoff bound (CB), 107-13,705 
approximation, 113, 149 
basis, 109 
CLT comparison, 1 12, 1 13 
defined, 108 
"exponentially tight," 109 
refined, 1 10 
unit step function for, 109 

Chip synchronization, 751 
Chi-squared RVs, 141-50 

CCDF for, 126 
central, 1 4 1 4 4 ,  744, 757, 959 
defined, 141 
for EGC, 942 
equally weighted, 947 
noncentral, 14450,744,757,758 
notation for, 146-50 
pdf, 79,147 
probability for a difference of, 161-64 
scaled, 143,146, 147,744,757 
standard, 143, 146 

CII 
for AMPS, 318, 320 
as function of loading, 3 1 9 
ratio, 3 17 
received, 31 8 

Circular shift, 575 
Clearlacquisition (CIA) signal, 664 
Clock pulse, 860-61 
Closed fields, 450 
Closed-loop power control, 371-73, 

927,928 
bit position, 373 
commands, 372 
outer loop, 372 
See abo Power control 

Closure property, 437 
Cluster sizes, 282, 283 

for AMPS system parameters, 295 
directional antenna, 295-96 
for frequency reuse, 287 
illustrated, 285 
interference ratio vs., 288-93 
possible, 284 
selection of, 287-96 
small, 293 
spectral efficiency as functions of, 296 
See abo Cells 

Clutter factor, 254 
CIN, 320 
Cochannel interference, 286, 836, 1001 

fonvard link, 1002-12 
power leakage, 10 18 
reuse distances, 298 
reverse link, 287, 1012-22 
within cell, 1001 
worst case, 289 
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Cochannel interference (continued) 
See alro Cells; Interference 

Cochannel reuse ratio, 285 
Code-division multiple access. See CDMA 
Coded system, 842 
Code polynomials, 888 
Code vectors, 48 1 
Codeword polynomials, 504,505,523 

cyclic, 507 
defined, 505 
illustrated, 506 
as multiple of generator polynomial, 524 
systematic form of, 5 10, 5 12 
See alro Polynomials 

Codewords 
all-zero, 882 
defined, 481 
determining, 482-83 
digit computations, 486 
expressed as polynomials, 860 
input sequence correspondence, 857 
received, syndrome, 500 
sum of, 496 
Walsh sequence, 474,748 

Coding gains 
constraint length vs., 913-16 
of convolutional codes, 903-6 
defined, 842 
dependence of, 9 1 4 1  5 
estimate, 905-6, 908-9 
illustrated, 843 
of soft-decision decoding, 905 
upper bounds examples, 906 

Coherence bandwidth, 222-23,232 
defined, 222 
definition of, 223 
frequency separation, 223 
non-time-varying delay-spread function 

and, 224 
Coherence time, 233 
Coherent DLL, 800-803 

conceptual full-time, 800-801 
defined, 79 1 
error signal, 802 

Coherent postdetection, 392 
Comb function, 39, 828 

Fourier transform of, 40 

pair, 828 
Combining techniques, 929 
Common air interface (CAI), 2,333 

forward link, 340-41 
reverse link, 3 5 6 5 7  

Communication channel, 677 
"Communications in the Presence of 

Noise," 46 
Complementary CDF (CCDF), 75  

Gaussian, 124 
for noncentral chi-squared RV, 126 
for propagation loss, 306 
for Rayleigh distribution, 240 
See alro Cumulative probability density 

function (CDF) 
Complementary error function, 75 
Computer programs, 668-72 

computing long PN code transition 
matrix, 670-72 

computing shift K, 668-69 
computing xk modulo f(x), 669-70 

Computer propagation loss models, 199-204 
Longley-Rice model, 199-202 
TIREM model, 202 

Conditional event, 68 
Conditional ~robability, 68, 71,  72,701 
Confluent hypergeometric function, 164, 

991-92 
defined, 164 
Kummer's transformation for, 991-92 

Conjugate filters, 698, 765 
Conjugates 

classes, 556-58, 664 
defined, 556 

Connection polynomials, 859 
Connection vectors, 852-53 
Constraint length, 849-55, 861,913-16 
Continuous waveforms, 4 3 , 4 4 4 5  
Contour plots 

of building density, 208 
of propagation loss, 209, 210 

Convolution 
integral, 26 
operation, 640 
summations, 5 1 

Convolutional codes, 839-925 
binary, 907 
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code rate, 865-66 
coding gain estimates of, 903-6 
distance properties of, 882-84, 907 
error-correcting capability, 884 
forward link performance, 91 1 
free distance, 883, 886, 891 
information sequence, 857 
integers, 848 
in IS-95 CDMA system, 906-22 
ML decoding of, 871-90 
nonsystematic, 888 
performance, 909-1 2 
performance bounds, 890 
quantization of received signal, 9 16-22 
representation, 85 1 
reverse link performance, 9 12 
state diagram, 864 
systematic, 888 
transfer functions, 884-87 

Convolutional encoders, 848-7 1 
causing catastrophic error propagation, 889 
coded symbols, 850 
code tree-traced coded sequence, 865 
connection vector representation, 85 1-53 
constraint length, 849-55, 861, 913-16 
for forward link, 908 
with four stages, 854 
impulse response representation, 853-58 
as linear syitem, 853 
output branch word, 850 
polynomial representation of, 858-60 
rate, 849-55, 861 
representation, 85 1 
for reverse link, 909 
shift registers, 849 
state representation, 860-63 
state transition diagram, 862, 863, 870 
systematic, 888 
with three stages, 853, 854 
tree diagram, 864-66, 868 
trellis diagram, 866-71 
with two stages, 853 

Convolutional interleaving, 399-404 
block interleaving comparison, 4 0 4 5  
defined, 374 
use of, 398 

See alro Interleaving 
Convolutional theorems, 48 

defined, 29 
frequency domain, 29, 34,40 
time domain, 29 

Cooperation in the Field of Scientific and 
Technical Research (COST), 190 

Correlation 
decoding 469-74 
defined, 469 
early, 79 1 
late, 79 1 
measure, 469 
operations, 68 1,777-8 1 
PN sequence property, 545-46 
punctual, 793 
results, 473 

Correlation function 
covariance function and, 95 
frequency-domain, 23 1 
partid, 635-39 
of PN sequence waveforms, 657 
for real-time signals, 629-35 
spaced-frequency spaced-time, 23 1,232 
theorem proof, 672-73 

Correlation receivers, 690-93 
illustrated, 692, 693 
noncoherent, 735 
specifying, 693 

Correlation theorem 
extension to bandlimited pulses, 673-76 
proof, 672-73 

Covariance 
defined, 83 
matrix, 93 
normalized, 83 

Covariance function, 95-96,97 
correlation function and, 95 
defined, 95 
normalized, 95 

Coverage 
antenna height and, 214 
base station, 302 
comparison, 21 4 
limits, 302-5 
maximum tolerable propagation loss 

and, 210-14 
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Coverage (continued) 
out-of-cell, 21 1 
pockets, 21 1 
sporadic, 2 12 
traffic load vs., 321-27 

Coverage area, 2 12, 21 3 
balancing, 1 170 
base station, 207, 299, 324 
circular, 278 
defined, 307 
fonvard link, 1 171 
idealized, 277 
link operation in, 307 
reverse link, 1 171 

CRC circuits, 537 
for access channel message, 540 
for forward link traffic channel message 

structure, 538 
for frame structures, 537 
for message structures, 537 
for paging channel message structure, 538 
for reverse traffic channel message 

structure, 540 
for sync channel message structure, 537-38 

CRC codes, 355,362,504-27 
defined, 504 
double-error-correcting, 5 18, 529 
encoders for, 5 13-21, 527 
error-detecting, calculation, 354 
FQI and, 531-33 
for frame error detection, 426 
generating, 505 
k-stage LFSR for, 5 16-1 7 
systematic, 5 10-13 
See abo Polynomials 

CRC computations 
for forward link channels, 533-38 
for reverse link channels, 5 3 8 4 0  

Cross-correlation function, 100-1 0 1, 628 
calculating, 631,655 
defined, 624 
formula equivalence, 628 
nonperiodic waveform, 630 
periodic waveform, 630 
problem, 656-63 
sequence, 625,626 

for two different pseudorandom 
sequences, 654 

for two PN sequence real-time signals, 655 
Cross-correlation peak, 661 
Cross-quadrature components, 1 15, 1 19 
Cumulative probability density function 

(CDF), 66,75 
complementary (CCDF), 75, 124, 126, 

240,306 
Gaussian complementary, 1 13 
for propagation loss, 306 

Cydic redundancy check. See CRC codes 

Data burst randomizer, 360, 364, 365 
Data frames, 478-80 

encoder tail bits, 479 
forward traffic channel, 479 
quality indicator bits, 479 
structures, 478 

Data scrambling, 543 
Data sequences 

maximal length, 544 
random, 5 4 3 4 4  
transmitted, 543 

Decimations, 649-54 
defined, 649 
illustrated, 653 
improper, 649 
proper, 649 

Decision variable, 787, 790 
Decoding 

correlation, 469-74 
delay, 878-79 
errors, 496 
fast Walsh transform, 474-78 
hard-decision, 9 10 
matched filter, 478 
maximum likelihood, 871-90 
soft-decision, 896-98 
Viterbi, 890-906 
Wdsh function, 468-69 

Deinterleavers, 400,403 
Deinterleaving, 929 

defined, 929 
process, 375 
See abo Interleaving 

Delay estimator error, 798 
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Delay-lock loop (DLL), 790-94 
coherent, 791,800-802 
defined, 79 1 
error signal, 798 
gains and, 796 
noncoherent, 791,794-99 
PLL vs., 791 
product of sum and difference 

(PSD DLL), 793 
S-curve, 798 
signal error, 792 

Delay spread/Doppler spread 
combination, 226-29 

Delay-spread function, 216-1 9 
calculation, 2 19 
defined, 21 6,219 
distribution of, 220 
Doppler-spread hnction combined 

with, 226-29 
multipath, 975 
non-time-varying, 224 
standard deviation for, 220 
time-varying, 229 

Delay-spread parameter, 221 
Delta functions 

Dirac, 673 
implementation in hardware, 674 

Demodulation 
BPSK, 917 
error performance, 755 
forward link channel, 723 
noncoherent, 78 1,782 
reverse link analysis, 755-57 
reverse link waveform, 750-61 
signals with random phase, 730 
See aljo Modulation 

Despreading, 806-14 
I-channel energy, 8 10 
I-channel waveform, 81 1 
pilot channel, 806-7 
Q-channel energy, 8 10 
Q-channel waveform, 8 12 
results comparison, 8 13 
total energy, 809 

Detection probability, 788-89 
false alarm relationship with, 789, 790 
upper bound, 789 

Diffraction, 184-86 
calculation geometry, 255 
defined, 184 
knife-edge loss, 186, 255 
loss, 254-56 
muhiscreen loss, 193, 194 

Digital signal processing, 693 
Dijkstra's algorithm, 284 
Dirac delta functions, 673 
Directional antennas, 291, 292 

cluster size, 295-96 
sector, 292 
See alto Antennas 

Direct sequence (DS) spread 
spectrum, 14, 16-18 

defined, 16 
processing gain, 18 
system illustration, 17 
See aljo Spread spectrum 

Discrete Fourier transform (DFT), 137 
of periodic sequence, 642 
properties, for maximal-length 

sequence, 642-44 
See aljo Fourier transform 

Discrete time filtering, 49-52 
Discrete-time system 

illustrated, 50 
impulse response, 5 1 
input, 51 
response example, 52 
superposition summation, 5 1 

Discriminator characteristic, 798 
Distributive law, 453 
Diversity, 388-97 

antenna, 394 
base station, 388, 394 
channel, 93 1 
combining, 391,397 
combining techniques, 929 
dual-frequency combining, 969-70 
forms of, 388 
frequency, 928 
gain, 949 
L-fold, 930-3 1, 933, 938, 942 
multipath, 388, 392, 394 
optimal, 961-64 
polarization, 928 
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Diversity (continued) 
reception, 930 
reception margin, 1053-56 
space, 928,929 
time, 388,928-29 
types of, 928 

Diversity techniques, 928-29 
equal gain combining (EGC), 927,938-64 
maximal-ratio combining 

(MRC), 927,964-72 
Rake, 20,389,930, 972-82 
selection diversity (SD), 927, 930-33 
types of, 927 

Doppler effect, 237, 238 
Doppler power spectrum, 233 
Doppler shift, 225, 239, 241,256 
Doppler-spread function, 224-26 

defined, 224-25 
delay-spread function combined 

with, 226-29 
frequency shift and, 226 
impulse, 225 
use of, 225 

Double dither loop (DDL), 793 
Doubly dispersive channels, 234, 236 
DQPSK modulation 

with differential detection, 937-38 
diversity performance derivation, 996-99 
EGC diversity reception, 998-99 
error probability for, 126 
over L-fold diversity with selection- 

diversity reception, 940 
selection diversity performance, 996-98 
under L-fold diversity with EGC 

reception, 96 1 
Dual code, 487,508 
Dud space, 487 
Duty cycle, 12 
Dynamic power allocation, 1178-86 

illustrated, 1180 
implementation of, 1 185-86 

Early correlator, 791 
late correlator difference, 793 
output, 792 

Earth 
angles, 25 1 

fictitious radius, 170 
smooth model, 171, 177, 252 

Effective antenna height, 173-74 
definition, 173 
empirical formula, 173 
siting practice effect on, 174 
terrain effect on, 174 
See alro Antenna height 

Electronic serial number (ESN), 364, 414 
illustrated, 416 
structure, 41 5 

Elevation angles, 25 1-53 
Encoders 

convolutional, 848-71 
cyclic codes, 5 13-2 1, 527 
cyclic code with generator polynomial, 

514,515,519,525 
cyclic code with parity check 

polynomial, 5 17, 520 
MSRG configuration of, 519 
for paging channels, 351 
tail bits, 479 

Energy spectral density, 28 
Envelope decision variables, 743-14 
Envelope detection receiver, 7 3 6 4 0  

matched filter receiver vs., 739-40 
noncoherent, 739 
optimal, 739 

Envelopes 
baseband spectrum of, 260 
complex, 221, 230, 966 
condition pdf of, 122 
defined, 1 14 
joint pdf of, 1 15 
of multiple paths, 258 
noise, 966 
Rayleigh, 1 19 
Rician, 124 
simulated IS-95 signal, 1184 
spectrum, 259 

Equal gain combining (EGC), 927,938-64 
for binary symbol modulation, 959 
BPSK modulation under L-fold diversity 

and, 949-60 
BPSK performance derivation, 993-96 
chi-square RV, 942 



diversity reception of BPSK error 
performance, 960 

DQPSK diversity performance 
derivation, 998-99 

DQPSK modulation with, 961 
M-ary noncoherent orthogonal 

modulation system, 938-46 
M-ary performance derivation, 988-92 
MRC diversity vs., 964 
NCBO system reception, 963 
postdetection receiver, 94 1, 957 
See aho Diversity techniques 

Ergodic process, 78 1 
Erlang B, 267-74,294 

formula, 91, 270, 272, 1079, 1088 
moments for, 330-3 1 
probability, 271 
statistics, 267-74 
table, 272, 273-74 
theory, 1057 
See aho Blocking formulas 

Erlang capacity, 90, 1048, 1057-81 
blocking probability as function 

of, 1065, 1071-74 
calculations, 247 
comparison, 1078-80 
defined, 1058 
determination of, 1058 
equation, 1086-87 
multi-FA, 1079, 1087-89 
number of channels and, 1079 
ratio, 1080 
single cell, 1065 
suburban area, 1 10 1 
urban area, 1 10 1 

Erlang C formula, 272 
Erlangs, 267 

channel correspondence, 3 18 
reverse link traffic level in, 317 
sector loading in, 321 
traffic density, 1102 
traffic load, 3 18 

Error-control coding 
forward link, 34 1 
reverse link, 357 
schemes, 501 

Error detection, 494-501 

circuits, 497, 498 
circuits, frame, 539 
codes, 500-501 
errors in, 496 
syndrome calculation by shift register 

circuits for, 521-27 
Error function, 75 
Error performance, 720-28 

in AWGN, 720-26 
DDL tracking system, 797 
demodulator, 755 
in Rayleigh fading, 727-28 

Error probability, 699-713 
for binary antipodallorthogonal systems, 706 
bit, 704 
BPSK, average, 822-23 
BPSK system over L-fold diversity, 935, 936 
calculations, 699-700, 712 
conditional, 701, 708 
data symbol, 726 
first-event, 893, 894,901 
for L-fold diversity, 995, 998 
for M-ary communications system, 707 
in NCBO system in AWGNlRayleigh 

fading, 747 
for noncoherent binary orthogonal 

system, 742, 745 
obtaining, 709 
ON functions and, 741 
QPSK, average, 822-23 
Rayleigh fading, 998 
symbol, 892 
total first-event, 898 
unconditional, 704,708 
union bound, 708,710 
upper bound, 705 

Error receivers, 677 
Error signals 

coherent DLL, 802 
DLL, 798 
noncoherent DLL, 799 
normalized, 798 

Excess power ratio, 1 154 
Exponential Fourier series, 37 
Exponential probability law, 91 
Exponential random variables, 91 
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Extension Galois fields, 54676  
addition table for, 549, 551 
conjugate classes, 556, 556-58 
defined, 546 
element propenies, 549 
elements, 559 
generating, 54647 
multiplication table for, 549, 552 
nonzero elements in, 563 
primitive element, 55 1-52 
representation, 548, 554, 567 
Zech's log table for, 55 1 
See alco Gdois fields 

Fade depth, 242 
defined, 242 
fade rate vs., 244, 245 

Fade margins, 1 1 12,1139 
asymptotic capacity vs., 1 166 
forward link, selection of, 11 51-62 
forward link power sensitivity to, 1144 
at mobile receiver, 1 15 1 
power-limited capacity vs., 1168, 1169 
receiver, 1 155 
receiver, limits on, 1153 
required pilot channel transmitter power 

as function of, 1 150 
transmitter, 1 155 

Fade rate, 23747 
derivation of, 256-63 
fade depth vs., 244,245 
level crossing rate, 261, 262 
maximum, 262 
measurement, 26 1 
of Rayleigh fading mobile signal, 242-44 
speed vs., 245,246 

Fading, 302,368 
cause of, 234 
defined, 230 
duration, average, 262-63 
fast, 233,237,369 
flat, 236 
frequency-flat, 23 1 
frequency-selective, 23 1, 234, 235 
longterm, 234, 235 
Rayleigh, 230, 242-44, 727-28 
short-term, 234,235 

signal amplitude distribution, 240 
slow, 233 
terms, 23437 
time-selective, 234, 235 
tracking, 927 

Fading channels 
flat, 236 
random, 229-33 
types, 236 

Fading factor, 978 
False alarm 

detection probability vs., 789,790 
probability, 789 
threshold, 788 

Fast fading, 237 
defined, 233 
signal strength and, 369 

Fast Wash transform, 474-78 
Federal Communications Commission 

(FCC), 1 
Fibonacci configuration, 18, 19,661 

defined, 568 
illustrated, 570 
PN sequence generator, 644 
SSRG, 570,604,661 

Fibonacci hashing, 41 1 
Fibonacci numbers, 41 0-1 1 
Filters 

autocorrelation function, 674 
bandpass, 129 
baseband, 13 1-34 
Butterworth, 131-33 
conjugate, 698,765 
FIR, 33-36, 59 
interpolation, 42,43,44 
linear, 31-32 
lowpass, 738,752,766,770 
matched, 693-99,737,766,770 
Nyquist, 54 
pulse-shaping, 763, 766 
RC, 55-56 
time-invariant, 694 
transmitter, 53 
waveshaping, 57, 58 

Finite energy signd, 41 
Finite fields, 447-52 

additive identity element, 450 
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additive inverse element, 450 
closed, 450 
defined, 447 
Galois, 447-48 
operations, 448 
prime, 45 1 

Finite impulse response (FIR) 
impulse response coefficients, 59-60 
waveform synthesis, 33 
See also FIR filters; FIR pulse shape 

FIR filters, 33-36 
design methods, 60 
discrete-time output, 59 
output noise samples, 139, 140 
specifications, 59 

FIR pulse shape, 58-64 
lowpass filter comparison, 61 
truncated sinc pulse comparison, 61 

Flat fading, 236 
Flow graph diagram, 900 
Forward error control (FEC), 839 

codes, 839 
coding scheme, 843 

Forward link capacity, 1164-70 
asymptotic, 1164-66 
maximal power increase and, 1170 
power-limited, 11 67-70 

Forward link channels, 334, 335, 3 4 3 4 6  
assignments, 342 
comparison, 367 
CRC computations for, 533-38 
error performance in AWGN, 720-26 
error performance in Rayleigh 

fading, 727-28 
modulation, 343, 367 
optimal demodulator, 723 
paging, 350-53, 1 129, 1131-32 
pilot, 3 4 6 4 7 ,  1129, 1130 
power as fraction of total power, 1 145-46 
QPSK modulation, 714 
SNR requirements, 1130-32 
synchronization, 347-50, 1129, 11 3 1 
traffic, 353-56, 1 129, 1 132 
transmitter configuration for, 71 5 
transmitter powers, 114041  
types of, 334,343, 1129 
See also Reverse link channels 

Forward link cochannel 
interference, 1002-1 2 

effective spectral power density, 1003 
geometry, 1006 
at mobile station, 1007 
modeling, 1005 
other-cell, 1005-12 
same cell, 1002-5 
See a h  Cochannel interference 

Forward link limited, 1046 
Fonvard link power, 1 129-5 1 

dlocation, 11 11, 1129-51 
channel power as fraction of, 1145-46 
control factor, 1 134-36, 11 85 
dynamic allocation, 1178-86 
interference, 1 132-33 
linear equations, 1140 
parametric variations, 1 147-5 1 
pilot channel, 1145 
received, 1 133 
receiver margin vs., 1 162 

sensitivity to fade margin, 1144 
solution for, 1 137-51 
total, 1133-37,1143,1144, 1173-74 
traffic channel, 1135, 1136 
zero-margin constraints, 1 137-38 

Forward links, 340-56 
CAI summary, 340-41 
cell radius, 1022-23 
convolutional code performance, 91 1 
convolutional encoder for, 908 
coverage area, 1 17 1 
effective bandwidth, 34 1 
error-control coding, 341 
fade margins, selection of, 1 15 1-62 
interference rejection, 340 
interleaving, 341 
modulation, 340-41 
multipathlbase station diversity, 392 
multiple access scheme, 425 
multiplexing, 340 
net losses on, 1136-37 
operations, 3 4 0 4 6  
optimal fraction of power, 1047 
path loss calculation, 371 
PN chip rate, 34 1 
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Forward links (continued) 
power, 1011,1039 
power budget, 1033-39 
power control, 373 
propagation loss, 1171 
pulse shaping, 341 
QPSK modulation in, 713-28 
quadrature modulation, 347 
quadrature spreading for, 3 4 2 4 3  
received base station power, 370 
receiver margin, 1175 
reverse links vs., 3 6 6 6 7  
time domain, 390 
too strong, 1044 
too weak, 1045 
total interference, 1009 
transmission loss, 1035 
voice coding, 341 
Walsh function orthogonal multiplexing 

configuration, 721 
Walsh functions in, 426,461-67 
See alro IS-95; Reverse links 

Forward link traffic channel power control 
factor, 1133 

Fourier series, 3 6 4  1 
exponential, 37 
trigonometric, 36-37 

Fourier transform, 26 
of autocorrelation function, 96,642 
of Comb function, 40 
discrete, 137, 642 
inverse, 26-27, 34,48,766 
of linear filter impulse response, 27 
of periodic hnction, 3 7 4 1  
of real-time signal, 48 
of rectangular waveforms, 29 
of Rect function, 29 
of white noise, 830 

Fourier transform pain, 27,28 
for ideal filter, 31 
Rectlsinc, 30 
ReplComb, 39,828 

Frame quality indicators (FQIs), 531-33 
8-bit, 534 
12-bit, 534 
bits, 479 
dethed, 485,531 

detectors, 533 
forward traffic channel, 535 
generator polynomial, 534 
reverse traffic channel, 538 

Free distance, 886 
defined, 883 
minimum, 886,891 

Free space 
attenuation relative to, 18 1 
electric field intensities, 179 
loss, 167, 168, 181 
permittivity, 179 
propagation loss, 190 

Free-space propagation, 165-67 
cellular concept and, 290 
electric field intensity and, 166, 179 

Frequency diversity, 928 
Frequency-division duplexing (FDD), 1 
Frequency-division multiple access 

(FDMN, 2 
capacity, 6, 12, 14 
CDMA capacity vs., 14 
cellular frequency allocations, 336,337 
cellular systems, 265 
channel assignments, 300 
Erlang capacity comparison, 1078-80 
frequency reuse pattern, 1022 
illustrated, 4 
orthogonal signaling requirements and, 6 
time-frequency plane, 3 
See alro Multiple access techniques 

Frequency domain 
convolutional theorem, 29, 34,40 
interpolation of samples, 42 
sampling theorem in, 4 1 4 3  

Frequency-flat fading, 23 1 
Frequency hopping (FH) spread 

spectrum, 1 4 1 6  
implementation, 16 
waveform pattern, 14, 15 
See alro Spread spectrum 

Frequency modulation (FM) waveforms, 2 
Frequency reuse, 275-77 

cluscer size for, 287 
distance, 297,298 
multicell clustering and, 293 

Frequency-selective fading, 231, 234, 235 



Frequency separation, 223 
Frequency transfer function, 221-24 

defined, 221 
time-varying, 222 

Fresnel zones, 18 1, 182 
boundary, 189 
clearance, 184 
first, 183-84 
ground reflection points within, 183 

Full-wave quadraric rectifier 
transformation, 77, 79 

Gains 
antenna, 288, 1042, 1046 
coding, 842-43,9034,913-16 
delay-lo& loop and, 796 
diversity, 949 
handoff, 310,315,316,1048, 1055, 1056 
link margin, 3 1 1 
multipath, 979 
power, 1178,1181 
processing, 10, 11, 18, 21-23, 544 
relative, 971, 1 178, 1179 
shadowing, 193 
Walsh channel, 1179 

Galois configuration, 18, 19, 650 
defined, 568 
illustrated, 571 

Galois fields, 447-48 
additionlmultiplication tables, 45 1, 452 
defined, 447-48 
elements, 447, 45 1 
element sequence representation, 563 
extended, 504, 530, 546-76 

Gamma distribution, 143 
Gaussian approximation, 1060 
Gaussian channels, 687-90 
Gaussian distribution, 75 

multivariate, 93-94 
probability functions of, 76 

Gaussian hypergeometric 
function, 149, 164, 258, 995 

Gaussian noise, 752 
white, 102-5, 824 
zero-mean, 969 

Gaussian Q-function, 703 
Gaussian random process, 10 1-2 

Gaussian random vectors, 73 1 
Gaussian RVs, 85-86, 110 

CHF for, 85 
correlation coefficient between, 313 
independent, 86,1121, 135,826 
jointly, 101, 102 
mean, 1064 
MGF, 92, 112 
normalization, 744 
squared, 143 
square-law transformation of, 143 
unit-variance, 143, 146 
variance, 92, 1064 
zero-mean, 110, 135,743,751,755, 827 

Gaussian-shaped baseband filters, 133-34 
Gaussian thermal noise, 105 
Generator matrix, 48 1, 856 

defined, 456 
definition, 482 
linear code, 49 1 
row vector storage, 483 
semi-infinite, 857 
of systematic code, 485-86, 490 

Generator polynomials, 505, 506, 508, 522 
convolutional encoder 

representation, 858-60 
degree of, 508 
encoder of cyclic codes with, 5 14, 5 15, 

5 19,525 
FQI, 534 

Global Positioning System (GPS), 335 
base station synchronization to, 339 
Link 1 (Ll), 663, 664 
Link 2 (L2), 663,664,665 
signal structure, 6 6 3 4 5  
time, 338 

Golay code, 503 
Gold codes, 654-56, 661 

arbitrary phase shifts of, 665 
defined, 658 
generation, 658-59 
GPS signal structure and, 663-65 

Golden ratio, 409-1 1 
defined, 409 
hashing use of, 41 1 

Gold sequence generator, 659, 662 
Gold sequences, 658 
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Gold's theorem, 659,660 
Gram-Schmidt orthogonalization, 680 

applying, 8 19 
defined, 8 17 
procedure, 8 1 6 2 2  

Gray codes, 458 
Gray code sequences, 440-41,442 
Group code, 489 

Hamming codes defined as, 501 
parity check matrix for, 502-3 

Hadamard functions, 445 
Hadamard matrices, 34 1,348,44347,459 

2 x 2,443 
binary row number sequences, 447 
defined, 443 
N x N, 443 
rows corresponding to Walsh sequences, 448 
rows of degree 16,446 

Hamming codes, 5 0 1 4  
defined as group code, 501 
parity check matrix of, 502 
single-error-correcting, 501, 522 

Hamming distance, 473 
accumulated, 882, 884 
branch metric given by, 881 
between branch word and symbols, 876 
defined, 472 
incorrectly selecting path with, 893, 894 
metrics, 882 
minimum, decoding rule, 871-75,876 
nonzero paths with, 893 
total, 877 
trellis diagram, 883 
trellis with branch metric, 877 

Handoff 
excessive, preventing, 1055 
gain, 310,315,316, 1048,1055,1056 
hard, 309,397 
initiation, 391 
soft, 309, 310-12, 315, 397, 1116 

Hard-decision decoding, 9 10 
Hard handoff, 397 

defined, 309 
gain, 310,315 

Hash function, 353, 407-17 
defined, 407-8 

example, 41 1-14 
Fibonacci, 414 
kernel behavior, 4 13 
kernel uniformity, 41 2 
kernel values, 4 1 1 
normalized, 408 
parameters, 4 15 
uniformity, 4 1 1 

Hash keys, 408,414 
computing, 4 15 
determining, 414 
for paging channel number 

determination, 41 7 
Hata model, 187-90 

CCIR formula comparison, 189 
cell radius, 1025 
defined, 187 
effective power law, 189 
formula, 187 
propagation distance power laws, 1034 
propagation loss, 189 
See aLo Propagation formulas 

Hexagonal cells 
clusters of, 282-84 
patterns, 279 
See aLo Cells; Cellular 

I-channel 
carrier amplitude, 723 
despreading, 806 
despreading energy, 8 10 
despreading results comparison, 8 13 
despreading waveform, 8 1 1 
filtering effects, 725 
matched lowpass filter, 770 
OQPSK, 718 
PN codes, 1 183 
PN code sequences, 749,777,782,795 
PN waveform, 8 10 
QPSK, 7 1 8 
symbols, 720 
See aLo Q-channel 

I-channel mask, 621 
output, 622 
short-code generator, 623 
See aLo Masks 

Ideal capacity equation, 1083-84 



Identity element, 437 
Identity matrix, 670 
Impulse response 

bandpass filter, 129 
of convolutional encoder, 855 
discrete-time filter, 5 1 
encoder representation, 853-58 
FIR, 5 8 , 5 9 4 0  
of ideal filter #2, 158-59 
linear system, 27, 32, 98 
Nyquist pulse, 675 
RC filter, 58, 160-61 
waveform, 54 

Incomplete gamma function, 163 
Independent RVs 

Gaussian, 86, 121, 135 
uniform, 135 

Index vector, 456,457,460 
Inequalities 

Q-function, 925 
Schwarz, 697, 968 

Infinite bandwidth Shannon capacity 
limit, 846 

Initial state polynomials, 581 
In-phase components, 11 5, 11 9 
In-phase PN generator, 346 
I m n t  WaM Functionr, 429 
Integration limit, 994 
Interchip interference (ICI), 807 

energy, 809 
intersymbol, 827 

Interference 
acceptable, 1127 
base station receiver, 1040 
cell loading and, 1021 
cochannel, 28647,289,298,836,  1002-12 
cross-quadrature, 836 
degree of, 1058 
interchip (ICI), 807, 827 
intersymbol (ISI), 52,768, 773-74, 827 
margin requirement with, 1052-53 
multiple access, 21, 827-28, 829-30 
other-cell, 1005-12, 1013-17, 1037 
reducing 425 
rejection, 340 
reverse link, 364 
same-cell, 1002-5, 1012-13, 1037 

total factor, 1147 
total forward link, 1009 

Interference power, 10-1 1 
average, 1005 
defined, 10 
forward link, 1012, 1132-33 
intersymbol, 773 
MA 774,831-33 
other-cell, 1005, 1007, 1008 
reverse link, 10 17 
spectral density, 11, 1033 
total forward link power comparison, 

1009, 1012 
total received, 1059, 1082 

Interference ratio 
cluster size vs., 288-93 
spectral efficiency and, 293-96 

Interference-to-forward link power 
ratio, 1009, 1010 

Interleavers 
access channel, 385 
block, 374-75 
convohtional, 399,400 
design, 405-7 
inputloutput, 402,403 
minimum separation of, 376 
paging channel, 377 
performance, 374 
reverse traffk channel, 386 
structure, 407 
traffic channel, 377,383 

Interleaving, 348, 374-88 
block, 374, 398-99 
convolutional, 374 
defined, 374,929 
forward link, 341 
paging channels, 35 1, 379-80 
performance, 407 
purpose, 405 
reverse Link, 357, 383 
reverse traffic channel, 386, 387, 388, 

389,390 
sync channel, 348,376,378 
techniques, 374-88 
theory, 398407  
for time diversity, 928-29 
traffic channels, 379-82 
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Interleaving (continued) 
See also Deinterleaving 

International mobile station identity 
(IMSI), 414,415,416 

International Telecommunications Union 
(ITLJ), 190 

Interpolation filter, 42 
for frequencydomain sampling theorem, 
for time-domain sampling theorem, 44 

Intersymbol interference (ISI), 52,768 
in;erchip, 774, 827 
minimizingleliminating, 54 
QPSK vs. BPSK, 773 

Inverse element, 437 
Inverse Fourier transform, 26-27, 34, 

48,766 
Inverse operations, 450 
Irreducible polynomials, 546, 660 

binary, 554, 562 
degree-5, 558 
monic, 562 
primitive, 557 
root of, 556 
See also Polynomials 

IS-54 standard, 2 , 6  
IS-95,3, 333-423 

baseband filters, 33 
capacity, 7 ,  13 
capacity issues, 10-14 
channel illustration, 335 
channels, 334 
convolutional codes, 839-925 
data frames, 478-80 
defined, 333 
FDlCDMA techniques, 3 
FIR pulse shaping, 58-64 
forward link channels, 334, 335 
hash function, 407-1 7 
interface illustration, 333-34 
long PN codes, 61 1-16 
modulation schemes, 713-63 
PN code waveform, 62 
PN sequences, 61 1-1 8 
power control, 368-73 
pulse shape, 60, 62 
Rake concept in, 981-82 
reverse link channels, 334, 335, 346,35667 

RNG, 4 18-23 
search window parameters, 1122-24 
sections, 333 
short PN codes, 616-18 
Walsh functions, 425-78 
waveshaping filter implementation, 58 

Isotropic antenna gain, 1042 
43 Isotropic radiator, 165 

Jacobian of the transformation 
method, 116-17, 121, 136 

Jamming margin, 8-9 
Jamming power, 2 1-23 
Joint moments, 83-84 
Joint probability density function, 67, 70 

cumulative, 71 
defined, 73  

Knife-edge geometry, 184 
diffraction loss, 186 
illustrated, 185 

Knife-edge obstacles, 254 
Kronecker delta, 32,49,679 
Kummer's transformation, 991-92 

Laguerre polynomials, 943-44 
Late correlator, 79 1 

early correlator difference, 793 
output, 792 

Least common multiple (LCM), 530 
Leftover margin, 9 
Level crossing rate, 26 1 ,  262 
L-fold diversity, 930-31, 933, 938 

binary error probability, 995 
BPSK modulation under, 949-60 
DQPSK modulation under, 961 
EGC, 949-60 
probability of error, 998 
probability of symbol error, 942 
See also Diversity 

Likelihood function, 677-7 13 
defined, 678 
form of, 688 
quantization levels and, 918 

Linear block codes, 480-504 
Linear dependence, 454, 817 
Linear feedback shift register 

(LFSR), 18, 19, 342 



for binary sequence generation, 544 
binary storage device, 562 
of characteristic polynomial, 5 13 
circuits, 504, 521 
k-stage, encoding with, 516-17 
mechanization of, 562-71 
MSRG configuration, 458 
sequence generator, 544 
SSRG configuration, 568 

Linear independent, 455, 817 
Linear systems, 24-32 

amplitude characteristic, 32 
convolutional encoder as, 853 
Fourier transform pair for, 3 1 
impdse response, 32, 98 
inputloutput random processes of, 97-98 
Parswal's theorem and, 28 
in timelfrequency domains, 28 
time-invariant, 24-25 

Line-of-sight (LOS) 
distance, 176 
path loss, 253-54 
paths, 177, 178 
propagation loss, 182, 190-91,202 
ray path geometries, 178 
region propagation, 177-84 

Link balancing, 1039, 1 0 4 3 4 7  
capacity, 1 162-77 
defined, 1 0 4 3 4 4  
design, 1044 
factor, 1045-46 

Link budget 
AMPS, 303 
components, 303 
generic equation, 1049 
including margin, 1049 
modified, 1050 
parameter summary, 323, 324 
for reverse link, 369 
reverse link parameters, 1092 
SNR requirement and, 304 

Link margin, 306-9 
comparisons, 1056 
defined, 307 
for diversity reception and soft 

handoff, 1053-56 
gain, 3 1 1 

with interference, 1052-53 
link budget including, 1049 
multicell, 309-17 
no interference, 1049-5 1 
numerical examples of, 1 158-62 
power control and, 1051-52 
receiver vs. total forward link power, 1162 
receiver vs. transmitter, 11 59-61 
relative, 316, 1054, 1055 
reliability, 307, 308, 1048-57 
single cell, 308-9, 105 1 
for soft handoff, 315, 1084 
withlwithout extended range, 31 1 

Link reliability, 1048-57 
90%, 1051,1054, 1085 
increasing, 1084 
link margin and, 1048-57, 1085 
signd power effect on, 1085 
vdue comparison, 1055 

Loading vectors, 578-84 
calculating, 577 
numerator polynomial calculation from, 577 
SSRG implementation with, 576 

Lognormal approximation, 1060 
Lognormal RVs, 150-54 

defined, 150 
moments of, 153-54 
pdf, 152-53 
shadow zone, 15 1 

Lognormal shadowing, 247,306 
Longley-Rice model, 150-5 1, 199-202 

calculations, 201 
comparison in LOS region, 203 
comparison in NLOS situations, 204 
output, 199,200 
parameters, 200 
propagation loss standard deviation, 247 
TIREM model vs., 202 
WIM comparison, 202-4 
See aLo Propagation models 

Long PN codes, 61 1-16 
generator, 613, 616 
mask, 613, 614 
phase shift, 61 3 
transition matrix, computing, 670-72 
See aho PN codes 



1210 CDMA Systems Engineering Handbook 

Long-term fading, 234 
cause of, 235 
illustrated, 235 
See also Fading 

Lowpass filters 
bandwidth, 752 
matched, 766, 770 
post-heterodyne, 738 
white noise through, 766 

Lowpass noise, 138 
Lowpass waveforms, 4 4 4 5 , 4 7  

Madaurin series expansion, 88 
Marcum's Q-function, 789, 937 

approximation to, 126, 789 
defined, 124 

Marginal probability density function, 71 
M-ary communications system 

envelope detection receiver, 7 3 6 4 0  
error probability for, 707 
N-dimensional, 690 

M-ary FSK (MFSK), 759 
error performance, 946 
noncoherent (NCMFSK), 933-34 
Rayleigh fading with, 9 4 6 4 9  

Mask polynomials 
arbitrary, 595, 600 
finding, 596 
MSRGs with, 600 
setting, 592 
SSRGs with, 595 

Masks 
calculating, 597 
code shift location, 616 
formula for, 592 
generation, 569 
I-channel, 62 1,622,623 
long PN code, 613,614 
MSRG, 592,601,602,605 
output, 647-48 
prefixes, 615 
Q-channel, 62 1,622,623 
redundant format of, 614 
to select sequence phase shift, 589-93 
sequence shifts, obtaining with, 647 
sequence shifts, relationship with, 593-623 
shift register, 593 

short PN code, 618-23 
specification of, 590 
SSRG, 592,59697,598-99 
starting point of, 615, 616 

Mask vectors, 590 
Matched filter decoding, 478 
Matched filter receivers, 693-99 

envelope detector receiver vs., 7 3 9 4 0  
noncoherent, 736 

Matched filters, 693-99 
to bandpass signal, 737 
defined, 694 
illustrated, 694 
lowpass, 766,770 
ML receiver implementation, 696 
output, 698-99,737 

Maximal length sequences. See PN sequences 
Maximal-ratio combining 

(MRC), 927,964-72 
defined, 964 
diversity reception illustration, 965 
diversity reception receiver, 972 
dual-channel, 969, 970 
EGC diversity vs., 964 
example of, 969-72 
implementation, 969 
optimdity proof, 965-69 
principle, 966 
Rake receiver and, 979 
use of, 964 
See also Diversity techniques 

Maximum a posteriori probability 
(MAP), 689 

decision criterion, 689, 690 
decision rule, 873 

Maximum correlation decision rule, 692 
Maximum likelihood (ML) 

decision criterion, 690, 691 
decision rule, 690, 691, 732, 871, 874 
decoding of convolutional codes, 871-90 
decoding rule, 873 
receivers, 696 

Maximum path loss, 1043 
Maximum tolerable transmission loss, 1036 

example calculations, 1038 
forward link, 1035, 1036 

Mean function, 98 
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Mean vector, 93 
Mersenne prime-length code, 558 
Message polynomials, 505, 858, 859 
Minimal polynomials, 561 

defined, 556 
Gold sequences based on, 660 

Minimum distance decision rule, 69 1, 692, 
699,875 

Minimum Hamming distance 
decoding rule, 875 

Mobile identification number (MIN), 416 
Mobile radio environment, 2 1 5 4 7  
Mobile switching center (MSC), 335 
Mobile telephone switching ofice 

(MTSO), 275,276,335 
base station, 276 
functions, 335, 336 
repeater station, 276 
time and frequency coordination 

function, 335 
Modified Bessel function, 122, 123, 

145,733 
Modified code tracking loop (MCTL), 793 
Modular shift register generator 

(MSRG), 19,345 
with arbitrary mask polynomials, 600 
characteristic matrix, 565 
as circuit, 582 
configurations, 513, 515, 517, 519, 521, 562 
encoder circuits, 521 
example states, 585 
extension Galois field generation, 564 
five-stage, 587, 605-1 1 
Galois configuration, 57 1, 604 
I-channel, 6 1 9 
initial loading, 590, 593, 602, 606, 620 
initial register state, 584 
initial state to output sequence 

relationship, 582 
initial state vector, 582 
with inserted zero, 646 
last stage output, 563 
loading all zeros except first stage, 580 
loading all zeros except last stage, 58 1 
loadingiinitialization of, 580 
mechanizing, 563-64, 565-66, 568 
outputs, 567-68, 591,605 

output sequence, 582, 605,606, 608, 
609,619 

output sequence derivation, 584-89 
PN sequences, 563, 564 
Q-channel, 61 9 
register outputs, 606 
relative delay, 5 9 9 4 0 0 ,  601 
sequence implementation, 584 
shift register configuration, 598-99, 619 
shon PN code implementation, 617 
state succession, 566, 569, 584 
state vectors, 567 
transition equations, 565 
under study, 61 0 
See alro MSRG masks 

Modulation 
access channel, 360 
DQPSK, 126 
forward link, 340-41, 367 
OQPSK, 358-59,367,718-20 
orthogonal symbols, grouping of, 365 
paging channel, 351,353 
PN, 349 
QPSK, 346,367,395,713-28 
quadrature, 347 
reverse link, 357, 367 
reverse traffic channel, 363 
sync channel, 348,349 
traffic channel, 354 

Modulo-2 arithmetic, 555, 564, 855 
adders, 866 
addition, 461, 573, 586, 61 1 
denoting, 628 
firstifourth shift register stage 

combination, 608-9 
operations, 857 
subtraction, 573, 586 
term-by-term, 624 

Moment generating function (MGF), 87-94 
Bernoulli RV, 88-89 
binomial RV, 89 
defined, 87 
exponential RV, 91 
Gaussian RV, 92, 1 12 
Poisson RV, 90 
uniform RV, 91-92 



1212 CDMA Systems Engineering Handbook 

Moments, 82 
central, 82 
determining 85 
Erlang B, 330-31 
joint, 83-84 
lognormal RV, 153-54 
propagation loss RV, 153 

Most significant bit (MSB), 612 
MSRG masks, 592 

cdcdating, 602,605 
comparison, 60 1, 602 
example, 605 
finding, 601 
five-stage, 61 2 
See alio Masks; Modular shifc register 

generator (MSRG) 
Multicell 

capacity, 10 19 
clustering, 293 
margin, 309-17 

Multi-FA Erlang capacity, 1079, 1087-89 
Multipath 

channel output, 974 
components, 389-90 
delay resolution, 98 1 
delay spread, 1 120 
gain, 979 
search window effect, 1 120 
two-ray model, 20, 180 

Multipath diversity, 388 
forward link, 392 
reverse link, 394 

Multipath intensity profile, 230 
Multiple access 

interference, 2 1, 827 
interference power, 774, 83 1-33 
interference variances, 829-30 
PN code system, 658 
spread-spectrum system, 658 

Multiple access interference (MAI), 425, 720 
Multiple access techniques, 3-7 

capacity, 5 
hybrid, 3 
illustrated, 4-5 
list of, 3 
SNR, 5 
total received power, 5 

See alio CDMA; Frequency-division 
multiple access (FDMA); Time- 

division multiple access (TDMA) 
Multiplexing, 340 

forward link operation, 344 
orthogonal scheme, 34143,460 
Wdsh function orthogonal, 464 

Multivariate Gaussian distribution, 93-94 

Narrowband AMPS (NAMPS), 302 
Narrowband Gaussian random 

process, 1 14-40 
defined, 1 14 
Rayleigh distributions, 1 15-1 8 
Rayleigh fading, 1 18-20 
sinewave plus, 120-26 
spectral density, 1 14 
time domain observation of, 114 

NCBO system 
in AWGNlRayleigh fading, 747 
EGC reception of, 963 

Neighbor set, 11 16 
Noise 

acquisition decision, terms, 834-37 
atmospheric, 677 
bandlimited, 1 184 
bandpass, 1 2 6 4 0  
base station receiver, 1040 
computer generation of samples, 1 3 4 4 0  
defined, 677 
envelope, 966 
factor, 1041 
FIR filter output, 139, 140 
Gaussian, 752, 969 
lowpass, 138 
performance analysis, 798 
phase, 966 
power spectral density, 844 
random variable, 64 
receiver, 1036 
simulation power spectrum, 138 
spectral density, 786, 1041 
thermal, 105,677 
total, variance, 833-34 
white, 134, 137, 725 
white Gaussian, 102-5, 824 

Noise figure (NF), 1041 
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Noiseless environment, 797 
Noise power, 970, 1082 

base station receiver, 1172 
receiver, 1 133, 1 147 

Noise vector, 690, 691 
Noise waveforms, 64, 1184 

ensemble, 65-66 
as white noise, 725 

Noncentral chi-squared distribution, 144-50 
characteristic function, 145 
defined, 144 
noncentrdity parameter, 145, 146 
notation, 14647  
pdf, 144, 145 
scaled, 146 
standard, 146 
See aho Chi-squared RV 

Noncoherent binary frequency-shift keying 
(NCBFSK), 934-35 

Noncoherent binary orthogonal 
system, 740-45 

in AWGN, 747 
optimal diversity and, 961-64 
probability of error, 742, 745, 747 
in Rayleigh fading, 746,747 
signal vectors, 740 

Noncoherent demodulation, 78 1, 782 
Noncoherent DLL, 794-99 

defined, 79 1 
error signal, 798 
for extraction, 795 
See alro Delay-lock loop (DLL) 

Noncoherent M-ary frequency-shift keying 
(NCMFSK), 933-34 

Noncoherent M-ary orthogonal system 
bit-error probability, 762 
bit-error probability, in Rayleigh fading, 764 
diversity performance derivation, 987-92 
equal gain diversity combining, 938-46 
word-error probability, 760 

Noncoherent receiver 
decision rule, 74 1-42 
optimal structure, 756 
quadrature component extraction in, 752 

Noncoherent signal processing, 728-35 
Nonisotropic antenna, 166 
Nonperiodic waveforms, 630 

Normalized covariance, 83 
Normalized hash function, 408 
Null space, 487 
Numerator polynomials, 575, 577, 58 1 ,  

608,620,662 
calculation from loading vector, 577 
I-channel, 620 
in MSRG output sequence, 609 
Q-channel, 620 

Nyquist bandwidth, 54 
Nyquist filter, 54, 56 
Nyquist interval, 43,46 
Nyquist pulse 

impulse response, 675 
shapes, 56, 57,60 

Nyquist rate, 129 
defined, 43 
waveform sampling and, 47 

Nyquist samples, 679 

Offset QPSK (OQPSK), 346,359,367,714 
I-channel, 71 8 
implementation, 361 
modulation, 358 
phase transitions, 359, 719 
Q-channel, 71 8 
reverse link, 749 
signal constellation, 720 
symbol transition patterns, 718 
total emitted signal energy, 750 
waveform, 750 
See alro QPSK modulation 

Omnidirectional antennas, 290, 292, 295 
O N  functions, 694, 740, 741, 816 

error probability and, 741 
nonoverlapping pulses as, 686 

Open-loop power control, 368-71, 928 
defined, 368-69 
mobile transmitter power as governed 

by, 371 
See alro Power control 

Operations management center (OMC), 335 
Optimization, 1 1  11-86 
Orthogonalization 

Gram-Schmidt, 680,8 16-22 
on maximal-length sequences, 644-48 
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Other-cell interference 
factor, effect of, 1 149 
forward link, 1005-12, 1 133 
reverse link, 101 3-17 
same-cell interference ratio, 1037 
strength, 1133 
See aho Same-cell interference 

Output polynomials, 8 5 9 4 0  

Paging channels, 350-53 
access channels per, 357 
assignment, 417 
baseband data rate, 1 13 1 
coded symbols, 461 
convolutional encoder for, 35 1 
CRC for, 538 
defined, 350, 1129 
error-control coding, 1 132 
information, 350 
interleaver structure, 377 
interleaving, 35 1, 379-80 
message, 353 
modulation, 35 1, 353 
number, 352 
number determination, 417 
processing gain, 1 13 1-32 
received power, 1 13 1 
SNR requirements, 1 13 1-32 
symbol data stream, 353 
Systems Parameter Message, 1 122 
See aho Forward link channels 

Parity check codes, 484,489 
Parity check digits, 497 

defined, 484 
message sequence, 5 18 

Parity check matrix, 488-94 
(7,4) code definition, 493 
defined, 489 
for group code, 502-3 
of Hamming code, 502 
for linear code, 501 
obtaining, 490,491,492-93 
for repetition code, 5 0 3 4  

Parity check polynomial, 509 
defined, 508 
encoder of cyclic codes with, 5 17, 520 
obtaining, 520 

Parseval's theorem, 28,3 1, 681-83 
P a r d  correlation function, 635-39 

definition, 636 
mean square, 637-38 
mean value, 637 
with nonsynchronized conditions, 638 
for PN waveforms, 638-39 
variance, 638 

Perfect codes, 502 
Periodic waveforms, 630 

constructed from aperiod waveform, 41 
illustrated, 37 

Peterson, W.W., 560, 561 
Phase-lock loop (PLL), 791 
Phase shift network (PSN), 593 
Phase shifts 

circular, 575 
defined, 572 
long-code, 613 
PN sequence, 572-76 
polynomial relationships, 576 
sequence, selecting with masks, 589-93 

Phase transitions, 719 
Pilot channel, 344-47 

acquisition, 344 
defined, 344, 1 129 
forward link power, 1145 
median received SNR for, 1 171 
offset search window, 1 1 18, 1 1 19 
power, too small, 1 171 
power, transmission loss effect on, 1148 
power fraction, 1146 
signal chip energy, 776 
signal delay, 1 1 17 
SNR requirements, 1130 
transmitter power, 1150 
See aLo Forward link channels 

Pilot chip energy-to-noise spectral density 
ratio, 1036 

Pilot increment factor, 1124 
PN code offsets, 342,352, 605 

ambiguity, 1 125 
base station synchronization channel, 11 14 
for cell sizes, 1 129 
data format, 1 1 15 
index, 1 1 15 
index ambiguity, 1125 
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measurements, 1 1 15 
number of, 11 11 
pilot, 11 13 
pilot search window, 1 1 18, 1 1 19 
role in system operation, 11 13-16 
search parameters, 1 1 16-1 9 
selection of, 11 12-29 
short, 1115 
spacing, lower bound, 1 128 
spacing, sekction of, 1124-29 

PN codes, l 8 , 2 l  
acquisition, 781-90 
chip rate, 11 12 
I, 635,1183 
long, 61 1-16, 11 15 
MA system, 658 
pulse energy accumulation, 808-10 
Q, 635, 1 183 
shaped I-channel waveform, 11 14 
short, 616-18, 1112 
tracking, 790-806 

PN generators 
Fibonacci configuration, 644 
in-phase, 346 
quadrature-phase, 346 
sequence, 18, 21, 644 
stage long code, 352 
See aho Pseudorandom noise (PN) 

PN sequences, 543-675 
autocorrelation properties, 635 
balance property, 545 
closure property, 636 
correlation property, 545-46 
decimation of, 649-54 
example generation, 544-45 
IS-95 specified, 61 1-18 
long, 61 1 
mask generation, 569 
maximum length, 553-59 
modulated, 544 
MSRG, 563,564 
operations on, 644-54 
orthogonalization, 644-48 
partid correlation functions of, 635-39 
periodic, 635 
phase shifts, state vector variations 

for, 572-76 

powers of elements and, 650 
properties of, 19 ,21 ,54346 ,  569 
reference, 645, 647 
run property, 545 
shaped vs. unshaped, 8 0 6 1 4  
shifi register implementation of, 576-623 
short, 61 1 
signal energy distribution, 635 
SSRG, 563,564 
synchronization, 774 
time domain notation, 586 
uses, 543 

PN waveforms, 63 
correlation functions of, 657 
I-channel, 8 10 
partid correlation function for, 638-39 
Q-channel, 810 
rectangular, 779 
shaped, 81 0 
sinc, 779 

Poisson distribution, 1058, 1062 
Poisson probability law, 90 
Poisson random process, 268 
Poisson random variable, 90-9 1, 1062 
Polarization diversity, 928 
Polynomials 

characteristic, 565, 583 
code, 888 
codeword, 504,505,506,507,523-24 
connection, 859 
CRC-CCI'IT, 538 
degree, 507, 573 
generator, 505, 506, 508, 522, 858 
initid state, 58 1 
irreducible, 546, 554 
Laguerre, 9 4 3 4 4  
like power terms of, 859 
mask, 592, 595, 596 
message, 505, 858, 859 
minimal, 556,561 
numerator, 575, 577, 608, 609, 620,662 
output, 859-60 
parity check, 508, 509, 520 
primitive, 553-59, 655-56 
reciprocal, 520, 559-62, 583 
reducing, 506 
remainder, 5 1 1 
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Polynomials (continued) 
root of, 555 
of shift register, 507 
syndrome, 526 
See aho CRC codes 

Power allocation 
dynamic, 1178-86 
implementation with 

measurements, 1 185-86 
Power budgets, 1033-43 

forward link, 1033-39 
reverse link, 103943  

Power control, 368-73 
bit position, 373 
closed-loop, 371-73, 927, 928 
command, 372 
defined, 368 
dynamic, 1180 
forward link, 373 
group, 372 
open-loop, 368-71,928 
outer loop, 372 
RSL and, 1057 
signal power effect on, 1085 
tracking, 927-28 

Power gain, 1178, 1 181 
Power-limited forward link 

capacity, 1 167-70 
defined, 1 167 
fade margin vs., 1168, 1169 
See aho Forward link capacity 

Power propagation law, 1108 
Power spectral density (PSD), 96-99 

defined, 96 
Doppler-induced, 257 
noise, 844 
for noise simulation, 138 
of PN real-time signal, 644 
"two-sided," 102-3 

Power spectrum. See Power spectral density 
(PSD) 

Primitive polynomials 
example, 561 
example list of, 559 
finding, 560 
indication of, 561 
number of, 561 

relabeling, 655-56 
roots of, 553-59 
See alio Polynomials 

Probabilities, 68-69 
average coded symbol-error, 763 
bit-error, 761, 762, 764, 84 1 
conditional, 68,71,72 
of correct decision, 700 
detection, 788 
error, 699-713 
error bounds for soft-decision 

decoding, 896-98 
of joint events, 72 
a posteriori, 689 
symbol-error, 759 
word-error, 759-63 

Probability density functions 
(pdfs), 64-1 54, 1060 

central chi-squared RV, 142 
chi-squared, 79 
conditional, 71 
defined, 66 
Gaussian, 75,76, 106 
joint, 67,70,73 
joint cumulative, 71 
lognormal RV, 152-53 
marginal, 71 
noncentral chi-squared RV, 144, 145 
one-dimensional, 67 
Rayleigh, 1 17,241,746 
Rician, 122, 123 
uses, 71 

Probability distribution functions, 66, 70-84 
Processing gain, 10-1 1, 544 

defined, 10 
DS spread spectrum, 18, 1127 
jamming power vs., 21-23 
paging channels, 1 13 1-32 
reverse link, 1 173 
See aLo Gains 

Product of sum and difference DLL 
(PSD DLL), 793 

Propagation, 165-263 
atmosphere effect and, 168-7 1 
free-space, 165-67 
terrain and, 171-75 
theory overview, 165-99 



Propagation formulas, 186-99 
CCIR, 188-90 
Hata, 187-90 
Walfisch-Ikegami, 190-99 

Propagation loss 
base station antenna height and, 199 
building separation and, 199 
CCIR model, 189,213,1091 
computer models, 199-204 
contour, 207-10 
contour plots, 209, 210 
correlated, 3 13 
forward link, 1171 
intercept, 1089 
irregular terrain, 25 1-56 
Longley-Rice model, 199-202 
LOS, 182,202 
maximum tolerable, 210-14, 304-5, 1091 
median value, 205, 1053 
mobile station antenna height and, 199 
parameters, 1090 
reverse link, 1 17 1 
RV, moments of, 153 
slope, 1089 
TIREM model, 202 
variation in, 234 

Propagation models, 199-2 14 
CCIR, 188-90 
in cellular design, 205-14 
Hata, 187-90 
Longky-Rice, 199-202 
propagation loss median value, 205 
TIREM, 202 
WIM, 190-99 

Propagation modes, 175-77 
diffraction, 184-86 
illustrated, 176 
LOS, 177-84 
radio horizon and, 167 

Pseudorandom noise (PN), 14 
chip rate, 34 1, 357 
modulation, 349 
See aho PN codes; PN generators; PN 

sequences; PN waveforms 
Public switched telephone network 

(PSTN), 275,276,335 
Pulse shaping 

baseband. 52-64 
effect at receiver, 806-10 
filter, 763, 766 
FIR, 58-64 
forward link, 341 
interchip interference (ICI), 807 
NRZ, 809 
reverse link, 357 

Punctual correlation, 793 

Q-channel 
carrier amplitude, 723 
delayed, 71 8 
despreading energy, 8 10 
despreading results comparison, 8 13 
despreading waveform, 8 12 
filtering effects, 725 
matched lowpass filter, 770 
OQPSK, 7 18 
PN codes, 1 183 
PN code sequences, 749,777,782,795 
PN waveform, 8 10 
symbols, 720 
See alro I-channel 

Q-channel mask, 62 1 
output, 622 
short-code generator, 623 
See aho Masks 

Q-function inequality, 925 
QPSK modulation, 346, 367, 395 

BPSK vs., 763-74 
CDMA system analysis, 769-73 
conventional, 714 
error probability, average, 822-23 
in forward link, 713-28 
I-channel, 71 8 
IS1 power, 773 
noncoherent tracking system, 795 
offset (OQPSK), 346,358-59,367,718-20 
phase transitions, 71 9 
receiver output, 771-72 
receiver processing, 770 
in reverse link, 71 3-14, 728-63 
signal constellation, 717 
signals, 686 
symbol transition patterns, 718 
variances, 773-74, 827-34 
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QPSK modulation (continued) 
See aho BPSK modulation 

Quadratic form, 93-94 
Quadrature-~hase PN generator, 346 
Quadrature ~hase-shift keying. See QPSK 
Quadrature spreading 

circuit, 343 
forward link, 3 4 2 4 3  
reverse link, 357 

Quantizer, 9 17 
3-bit, 918, 922 
metric calculations for, 922 
outputs, 921-22 
Q-level, 918,919,920 

Rademacher functions, 4 3 8 4 3  
construction of, 4 3 9 4 0  
defined, 438 
defining, 438 
illustrated, 439 
Walsh function generation with, 4 4 0 4 3  

Rademacher sequences, 443 
construction, 444 
generator matrix with, 459 

Radial sectors, 206 
Radio horizon distance, 170, 17 1, 175 
Radio line-of-sight (LOS), 171 
Radio waves 

geometry of, 170 
paths, 169 

Raised cosine (RC) filter, 55-56 
with excess bandwidth, 55 
impulse response of, 58, 160-61 
Nyquist, 56 
with rolloff factor, 56 

Rake diversity scheme, 20,389, 930 
defined, 930 
essence of, 976-81 
tapped delay line, 977 
use of, 981-82 
wideband signal, 973 
See aho Diversity techniques 

Rake receiver, 39 1, 972-82 
combining, 467 
configuration features, 979 
defined, 975 
design, 974-76 

L-fold diversity, 975 
MRC diversity receiver and, 979 
structure, 976 

Random number generator (RNG), 41 8-23 
criteria, 4 18 
defined, 418 
example values, 41 8-19 
overflow, 420 

Random process 
autocorrelation function of, 94 
defined, 66 
Gaussian, 101-2 
input/output, of linear system, 97-98 
narrowband Gaussian, 1 1 4 4 0  
nonstationary, 94 
Poisson, 268 
strictly stationary, 94 
transformation of, 74 
wide sense stationary, 95, 96 

Random variables 
Bernoulli, 88, 89 
chi-squared, 126, 141-50,744 
concept illustration, 65 
continuous decision, 916 
defined, 64 
defining, 66 
discrete, 9 16 
exponential, 91 
Gaussian, 85-86, 108,110,143,313, 

74344,755 
joint moments of, 83-84 
lognormal, 150-54 
moments of, 82 
Poisson, 90, 1062 
probability density function of, 66 
probability distribution function of, 66 
propagation loss, 153 
Rayleigh, 727 
reverse link voice activity, 1058 
Rician, 124 
statistical average of, 8 1-82 
sum of, 80 
transformation of, 73-74 
uniform, 91-92 
variance, computing, 637 
white-Gaussian-noise-generated, 105 

Random waveforms, 64 
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Rayleigh attenuation factor, 746, 761, 966 
Rayleigh distributions, 11 5-18, 240 
Rayleigh fading, 1 18-20 

binary orthogonal system bit-error 
performance, 950 

BPSK, 729 
BPSK probability of error in, 993 
defined, 230 
DQPSK in, 962,998-99 
fade rate, 242-44 
forward link channel symbol error 

performance, 727-28 
M-ary system with diversity bit-error 

performance, 95 1,952 
M-ary system with no diversity bit-error 

performance, 953, 954, 955, 956 
MFSK with, 946-49 
NCBO system, 963 
noncoherent binary orthogonal system, 746 
probability of error, 998 
reverse link performance, 761-63 
See also Fading 

Rayleigh RVs, 727 
mean square value, 727,958 
pdf, 1 17,241,746 

Received vector, 495,496 
Receiver margin, 1 159-61, 1 162, 1 163 

forward link, 1175 
reverse link, 1175 

Receiver noise calculation, 304 
Receiver vector, 688 
Reciprocal polynomials, 520, 559-62, 583 

defined, 559-60 
finding, 561 
long PN sequence, 6 12 
sequence representation, 560 

Rectangular basic waveform, 778 
autocorrelation function, 781 
PN signal using, 779 
See a h  Basic waveform 

Rect function, 29, 30, 52 
Recurrent codes. See Convolutional codes 
Redundant digits, 484 
Reference sequences, 645, 647 
Refined Chernoff bound (RCB), 1 10 
Reflection coefficient, 254 
Relative chip distances, 1122 

Relative delay, 646 
bounds on, 1 12 1-22 
defined, 594 
expression interpretation, 596 
for MSRG, 599-600 
for PSN, 594 
for SSRG, 594 

Reliable signal level (RSL), 1056-57 
defined, 1056 
with no power control, 1057 
with power control, 157 

Remaining set, 11 16 
Reuse 

cellular capacity and, 275-77 
cluster sizes and, 287 
cochannel, ratio, 285 
distances, 298 
efficiency, 10 18, 1020 
function, 1016 
measures, 10 19 
parameters, 10 17-1 8 
patterns, FDMAICDMA comparison, 1022 

Reuse factor, 101 8, 1019, 1020 
defined, 1 108 
second-order, 1063 

Reuse fraction, 101 9 
blocking probability comparison and, 1077 
second-order, analysis, 1107-9 

Reverse link channels, 334,335, 360-66 
access, 360-62 
assignments, 358 
comparison, 367 
CRC computations for, 538-40 
distinguishing, 358 
modulation, 367 
traffic, 362-66 
types of, 334,360 
See also Forward link channels 

Reverse link cochannel 
interference, 287, 101 2-22 

capacity and, 10 18-20 
cell loading and, 1020-22 
geometry, 10 13 
other-cell, 1013-17 
other-cell interference calculations, 10 16 
reuse parameters, 101 7-1 8 
same-cell, 10 12-1 3 
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Reverse link cochannel interference 
(continued) 

See alro Cochannel interference 
Reverse link limited, 1046 
Reverse links, 356-67 

acquisition, 357 
CAI summary, 356-57 
carrier-to-noise power ratio, 1040 
cell radius, 1022-23 
convolutional code performance, 9 12 
convolutional encoder for, 909 
coverage area, 1 17 1 
demodulation analysis, 755-57 
encoding, 468 
error-control coding, 357 
forward links vs., 366-67 
interference, 364 
interleaving, 357, 383 
link budget, 369 
many-to-one transmission, 366 
M-ary orthogonal modulation 

scheme, 746-60 
median SNR, 1052 
modulation, 357 
multipathlantenna diversity, 394 
multiple access, 356, 357-59 
noncoherent signal processing, 728-35 
operations, 356-66 
OQPSK modulation, 749 
path loss, 1041, 1043 
performance in Rayleigh fading, 761-63 
PN chip rate, 357 
power budget, 1039-43 
processing gain, 1 173 
propagation loss, 1171 
pulse shaping, 357,749 
QPSK modulation in, 713-14,72843 
quadrature spreading, 357 
receiver margin, 1 175 
so6 handoff/multipathlbase station 

diversity, 394 
spreading, 749 
too strong, 1045 
too weak, 1044 
total average interference, 10 18 
total average interference power, 10 17 
traffic level, 3 17 

transmitter block diagram, 359 
voice activity, 1058 
voice coding, 357 
Walsh functions in, 425-26,467-68 
Walsh orthogonal modulation, 748 
Wash sequences, 367 
waveforms, optimal demodulation 

of, 750-61 
See alro Forward links; IS-95 

Reverse traffic channel, 362-66 
CRC for, 540 
FQIs, 538 
frames, 538 
interleaving, 386, 387, 388, 389,390 
median received SNR for, 1172 
modulation, 363 
modulation parameters, 364, 366 
processing, 362 
structure, 840 
See aLo Reverse link channels 

Rician channel, 126 
Rician pdf, 122, 123 
Rician RV, 124 
Riemann zeta function, 290 
Ripple effects, 34 
Rolloff factor 

defined, 55 
RC filter with, 56 

Same-cell interference, 1002-5, 10 12-1 3 
forward link, 1002-5 
other-cell interference ratio 

comparison, 1037 
reverse link, 10 12-1 3 
See aLo Other-cell interference 

Sample point, 68 
Sample space, 68 
Sampling theorems, 4 1-52 

for bandpass waveforms, 47-49 
in frequency domain, 41-43 
for high-frequency waveforms, 47,48 
lowpass waveform, 44-45 
in time domain, 43-47 

Scalars, 453 
Schwarz inequality, 697, 968 
S-curve, 798 
Searchwindow, 1118, 1119 
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illustrated, 1 1 18 
multipath effect on, 1 120 
parameters, 1122-24 
parameter values, mapping, 1 123 
sizes, 1122, 1123, 1124 
values, 1 122 

Selection diversity (SD), 927, 930-33 
BPSK performance derivation, 992-93 
diversity channel, 931 
DQPSK performance derivation, 996-98 
M-ary orthogonal performance 

derivation, 987-88 
postdetection receiver model, 931 
signal diversity component, 930 
soft handoff with, 1054 
See aho Diversity techniques 

Separation-to-delay (SID), 374,405 
Separation-to-memory (SIM), 374,405 
Sequence autocorrePation function, 633 

defined, 626 
maximal length, 627 

Sequence cross-correlation function, 625, 
626,628-29 

Sequence phase shifts, 589-93 
mask relationship with, 5 9 3 4 2 3  
with SSRG, 591 
See aho Phase shifts 

Sequence vectors, 858, 859 
Setup channels, 301 
Shadowing, 302,368 

defined, 247 
gain, 193 
lognormal, 247,306 

Shadow zone, 184, 185 
Shannon bound, 846 
Shannon's theorem, 844 
Shift registers 

convolutional encoder, 849 
loading, 589 
masks, 593 
MSRG, 598-99 
output, 579, 599 
PN sequence implementation, 5 7 6 4 2 3  
polynomials of, 507 
Walsh function generation with, 458 

Shift register vectors, 854 
Short PN codes. 616-18 

characteristic polynomial, 616 
example masks, 6 18-23 
I-channel, 616, 617 
%-channel generator, 623 
MSRG implementation of, 617 
period of, 617 
Q-channel, 616, 617 
Q-channel generator, 623 
zero offset sequences, 61 8 
See aljo PN codes 

Short-term fading, 234 
cause of, 235 
illustrated, 235 
See aho Fading 

Signd constellations 
completely symmetric, 708, 71 1 
OQPSK, 720 
QPSK, 717 

Signal energy-to-noise density ratio, 841 
Signal-plus-noise 

channel decision variable, 758 
terms, 753 

Signd power, 970 
base station requirement, 1084 
link reliability effect and, 1085 
power control effect and, 1085 
required vs. number of users, 1086, 1087, 

1088, 1090 
Signal processing 

analog, 693 
digital, 693 
noncoherent, 728-35 
noncoherent demodulation, 782 
receiver, at front end, 751-55 
spread spectrum, 8 

Signal strength, 369 
Signal-to-interference-plus-noise power 

ratio, 1082 
Signal-to-jammer power ratio, 22 
Signal-to-noise ratio (SNR), 5, 298 

base station receiver, 1039-40 
channel, 966, 967 
correlation coefficient, 31 3 
in coverage-limited case, 307 
maximal, 971 
median, 3 10 
median receiver, 1 153 
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Signal-to-noise ratio (SNR) (continued) 
median reverse link, 1052 
for mobile at cell edge, 299 
output, 970-71 
paging channels requirements, 13 1-32 
pilot channel requirements, 1130 
probability, 932 
reliability requirement, 1050 
reverse link distributions, 1052 
square root of, 966,969 
sync channel requirements, 131 
traffic channels requirements, 1132 

Signal vectors 
for binary orthogonal modulation, 740 
with decision regions, 709 
transmitter waveforms for, 687 
in two-dimensional vector space, 700 
for union bound error probability 

calculation, 71 0 
Simple shift register generator 

(SSRG), 19,517 
configuration, 5 18, 521, 562 
configuration design, 520 
encoder circuits, 521 
extension Galois field generation, 564 
Fibonacci configuration, 570, 604 
implementation with initial loading 

vector, 576 
initial loading of, 593 
last stage output, 563 
loading all zeros except first stage, 578 
loading all zeros except last stage, 579 
loadinglinitialization, 578 
mechanizing, 563-64,565-66 
outputs, 567-68, 594 
output sequence, 572 
PN sequences, 563, 564 
relative delay for, 594 
sequence implementation, 583 
sequence phase-shifting, 591 
stage outputs, 590 
state succession, 566 
state vectors, 567 
See aLo SSRG masks 

Sinc basic waveform, 778 
autocorrelation function, 781 
PN signal using, 779 

See aLo Basic waveform 
Sinc function, 29 

illustrated, 30 
integral of, 159-60 
rectangular window, 43 

Sinewave plus narrowband Gaussian random 
process, 120-26 

pdf, 125 
sample function of, 120 

Slow fading, 233 
Soft-decision decoding, 896-98 

AWGN channel with, 896 
BER bound, 902,910 
bit-error probability bounds, 898-903 
defined, 922 
first-event error probability bound, 902, 910 
infinite quantization, 896 
See also Decoding 

Soft handoff, 310-12,393,395,397 
defined, 309, 1 1 16 
gain, 315,316 
gain advantage, 3 I7 
link margin, 315, 1051 
margin for, 31 5, 316, 1053-56 
random events, 3 1 1 
reliability, 3 12 
scenario, 3 12 
with selection diversity, 1054 
signal levels, 396 
use of, 310-1 1 
See aho Handoff 

Spaced-frequency space-time correlation 
function, 23 1, 232 

Space diversity, 929 
defined, 928 
forms, 929 
See aLo Diversity 

Spectral density 
energy, 28 
interference power, 11, 1033 
of narrowband random process, 114 
noise, 786, 1041 
power, 1003 
of same-cell interference, 1003 
total received, 1002 
white noise, 725 
See aLo Power spectral density (PSD) 



dndex 1223 

Spectral efficiency 
as functions of cluster size, 296 
interference ratio and, 293-96 
maximal, 295 

Spread spectrum (SS) 
antijam (AJ) capabilities, 21 
applications, 8 
defined, 7 
DS, 14,16-18 
FH, 14-16 
military advantage of, 21 
operations illustration, 10 
processing gain, 9, 1127 
signal processing, 8 
system categories, 14-1 8 
techniques, 7-1 0 

Square-law transformation, 141 
defined, 77 
of Gaussian RV, 143 
illustrated, 79 

SSRG masks, 592,596-97 
calculating, 597-98 
example, 599 
finding, 596 
MSRG masks vs., 592 
speciallarbitraty loading comparison, 597 
See also Masks 

Standard deviation, 82 
State diagrams, 860-63, 921 

encoder split open, 885 
encoder split with branches labeled, 889 
encoder with branches labeled, 886 
encoder with branch words, 885 
flow graph diagram of, 900-901 
illustrated, 867 
transfer function, 885 

State transitions, 89 1, 892 
State vectors, 567, 572-76 
Statisticd average, 81-82 
Statistical independence, 69 
Steady-state transition equations, 269 
Subscriber capacity, 1 103 
Subspace 

code as, 482 
defined, 454 
linearly independent vectors, 455 
See aboVector spaces 

Superhexagon 
defined, 282 
illusrrated, 283 
radius, 283 

Superposition integral, 25, 5 1 
Superposition summation, 5 1 
Surviving paths 

defined, 875 
at each state, 877 
final, determination, 884 
at time, 878, 879 

Symbol energy-to-noise ratio, 944 
Symbol error, 989 
Symbol-error probability, 759 
Synchronization channel, 347-60 

coded symbol rate, 461 
CRC for, 537-38 
defined, 347, 1 129 
frames, 349 
interleaving, 348, 376, 378 
message, 347, 349 
modulation, 348, 349 
parameters, valid, 350 
received, 1 13 1 

SNR requirements, 1 13 1 
"superframe," 347 
Walsh-multiplexed, 349 
See abo Forward link channels 

Syndrome 
calculation, 521-27 
cdculators, 499, 525, 537 
circuit, calculating, 497 
computing, 497 
defined, 496 
detector for cyclic code, 526 
polynomial, 526 
vector, 524 
vector components, 499, 500 

Systematic code 
defined, 484 
formats, 485 
generator matrix of, 485-86, 490 

Systematic cyclic codes, 5 10-13 
code polynomial, 5 12 
illustrated, 5 14 

System time, 338-39, 1 1  18 
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Tapped delay line 
combiner, 976 
output, 976 
Rake diversity concept, 977 
structure, 976 

Tau-dither loop (TDL), 793 
advantage of, 804 
equivalent loop model for, 804 
in noiseless environment, 805 
noise performance analysis, 805 
noncoherent, 803 
operation, 804 
tracking, 803-6 
See aLo Tracking 

Telecommunications Industry Association 
(TIN, 2 

Telephone switches, 266 
fixed, 275 
mobile, 275 
traffic-handling capacity, 272 

Telephone system 
carrier, 266 
connectivity, 265-66 

Telephone traffic theory, 265-74 
Terrain, 171-75 

angles of elevation, 25 1-53 
characterization of, 171-75 
clutter, 253 
diffraction over, 184-86 
effective antenna height and, 173-74 
heights, 183 
irregular, propagation loss, 251-56 
irregularity parameter, 172 
profile studies, 172 
roughness factor, 253 

Thermal noise, 677, 1018, 1019 
defined, 64 
Gaussian, 105 
receiver, 304, 1 15 1 
receiver-generated, 120 
relative powers of, 1020 

Time-average autocorrelation function, 786 
Time delays, 229,230 
Time diversity, 388, 928-29 

defined, 928 
methods, 928 
See aLo Diversity 

Time-division multiple access (TDMA), 2 
capacity, 6 
digital cellular system, 2 
Erlang capacity comparison, 1078-80 
illustrated, 4 
See aLo Multiple access techniques 

Time domain 
convolutional theorem, 29 
interpolation of samples, 44 
sampling theorem, 43-47 

Time-invariant filters, 694 
Time-invariant systems, 24-25 
Time-selective fading, 234, 235 
Total interference factor, 1 147 
Tracking, 790-806 

coherent DLL, 800-802 
defined, 774 
with delay-lock loop, 790-94 
early-late loops, 793 
loop configuration summary, 794 
noncoherent DLL, 794-99 
reference code circuit, 793 
TDL, 803-6 
See alro Acquisition 

Traffic channels, 353-56 
average power, 1 136 
coded symbols, 461 
CRC for, 538 
defined, 353, 1 129 
encoded symbols, 355 
error-control coding, 1132 
FQI calculations, 535 
frame structures, 479, 534 
interleaver structure, 377 
interleaving, 379-82 
modulation, 354 
power, 1 135 
power control factor, 11 33, 1 170 
power control loop, 11 86 
read operation order, 391 
received power, 1 132 
repeated symbols on, 367 
reverse. See Reverse traffic channel 
SNR requirements, 1 132 
structure, 840 
total power, 11 85 
transmitter power, 1134 



variable baseband data rate, 1132 
Walsh-Hadamard sequences, 355 
Walsh sequences, 354 
See aho Forward link channels 

Traffic density 
base station density vs., 1 100-1 101 
for CCIR model, 1 104 
cell loading vs., 1102 
user, 326, 327 
for WIM model, 1 105 

Traffic load 
AMPS signal level vs., 322 
cell size and, 321 
defined, 266 
system coverage vs., 321-27 

Transfer functions, 89 1, 893 
convolution code, 884-87 
defined, 885-86 
error bound, 897 
error probability overbounded by, 895 
expanded, 886 

Transition matrix, 670-72 
Transmitter 

filter characteristic, 53 
margin, 1 159-6 1 
waveforms, 74  1 

Tree diagram, 864-66 
encoder, 868 
illustrated, 865 
state transitions, 864 
traces, 864 

Trellis diagram, 8 6 6 7 1  
with branch metric given by Hamming 

distance, 88 1 
converge of states, 88 1 
defined, 866 
encoder, 868 
illustrated, 866 

Trigonometric Fourier series, 36-37 
Troposphere, 168-69 
Two-ray multipath 

mobile, 180 
model, 20 

Two-sided PSD, 102-3 

Uncoded system, 842 
Uniform random variables, 91-92 

MGF, 91-92 
pdf, 91 
variance, 92 
See aho Random variables 

Union bound, 705-1 3 
calculating, 712 
defined, 705-6 
error probability calculation, 710 
on conditional error probability, 708, 709 
on unconditional error probability, 708, 71 1 

Unit impulse function, 49, 50 
Unit step function, 109 
Universal Coordinated Time 

(UTC), 338,663 
Users' performance requirements (UPR), 2, 3 
User traffic density 

base station density vs., 326, 327 
fractional loading vs., 326, 327 

Validation check, 495 
Variances 

Bernoulli RV, 89 
Binomial RV, 90 
BPSK, 773-74,827-34 
computing, 637 
defined, 82 
exponential RV, 91 
Gaussian RV, 92, 1064 
identical, 143 
multiple access interference, 829-30 
partial correlation function, 638 
Poisson RV, 90 
QPSK, 773-74,827-34 
total noise, 833-34 
uniform RV, 92 

Vector communications systems, 679 
with coding, 9 17 
M-ary N-dimensional, 690 
representation of, 680,688 

Vectors 
7-tuple, 506 
code, 481 
commutative group, 453 
connection, 852-53 
defined, 453 
Gaussian, 731 
index, 456,457,460 
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Vectors (continued) 
initial state, 582 
linear combination, 454 
linearly dependent, 454 
linearly independent, 455,456,481 
loading, 576, 577, 578-84 
mask, 590 
noise, 690 
properties, 453 
received, 495,496, 500, 690 
receiver, 688 
sequence, 858,859 
shift register, 854 
signal, 687,709 
state, 567 
syndrome, 499, 500, 524 
transmitted, 495 
Walsh, 456,458 

Vector spaces, 452-56 
defined, 452-53 
dimension of, 455 
linearly independent vectors, 455 
scalar product in, 683 
three-dimensional, 71 1 
two-dimensional, 683-84,685 

Viterbi algorithm, 848,875-82 
defined, 872 
distance path storage, 880 
soft-decision, 922 
truncation process, 880 

Viterbi decoding 
error-correcting capability, 892 
hard decision, 891-95 
performance bounds, 890-96 
soft-decision, 898-903 
See aLo Decoding 

Voice coding, 366 
forward link, 34 1 
reverse link, 357 

Voltage-controlled oscillator 
(VCO), 792,805 

Walfisch-Ikegami model (WIM), 190-99 
base station density vs. traffic density, 1105 
cell radius, 1028-30 
comparison in LOS region, 203 
comparison in NLOS situations, 204 

defined, 190 
effect of base station antenna height 

calculation, 198 
effect of building height calculation, 197 
effect of building separation calculation, 197 
effect of mobile antenna height 

calculation, 198 
example calculations, 196-99 
free-space loss comparison, 191 
Longley-Rice comparison, 202-4 
LOS propagation, 203 
NLOS, cell radius, 1032-33 
NLOS parameters, 192 
orientation loss, 193 
propagation distance power laws, 1034 
See aLo Propagation formulas 

Walsh, J.L., 426 
Walsh channels 

fade margin at receiver, 1 153 
forward link, 11 56, 1158 
gain implementation, 1178 
median receiver SNR for, 1 156 
receiver power, 1 154 
relative digital gains, 1179 
simulated, 1 183 
transmitter margins, 1157 
weighted, 1 182 

Walsh coded chips, 468 
Walsh function generation, 429,433-60 

with basis vectors, 456-60 
with Hadamard matrices, 443-47 
with Rademacher functions, 4 3 8 4 3  
with shift registers, 458 

Walsh functions, 425-78 
* (multiplicative operation) and, 437 
64-ary, 447 
all-zero sequence, 775 
axes of symmetry, 433 
for channel information recovery, 466 
contents of, 427 
decoding, 468-69 
definition of, 426-30 
forward link, 426,460,461-67 
forward link orthogonal multiplexing 

configuration, 721 
indexing of, 435 
multiplexed waveform, 1 182 
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of order 8,428 
of order 64,434-35,449-50 
onhogonal, 461-68 
period, 785 
properties, 437 
reverse link, 425-26,46748 
symbol recovery and, 463 
symmetry properties, 432 
Walsh sequences and, 438 

Walsh-Hadamard sequences, 355, 366 
Walsh multiplexed waveforms, 1 182-84 
Walsh orthogonal modulation, 748 
Wdsh sequences, 34 1, 348 

all-zero, 473 
base-to-mobile link, 366-67 
binary index, 447 
codewords, 474,748 
even symmetry, 43 1 
generation of, 459 
Hadamard matrix rows corresponding 

to, 448 
index vectors, 456 
minimum distance of, 473 
odd symmetry, 431 
of order 8,430,438 
of order 16,436,471,472 
of order 64,433,473 
for orthogonal modulation, 364 
properties, 437 
repeating, 425 
reverse link, 367 
specifications, 430-33 
symmetry axes, 474 
traffic channel, 354 
Walsh functions and, 438 

Walsh symbol, 726 
energy, 757 
rate, 748 

Waveform communications system, 679 
with coding, 9 17 
representation of, 680 

Waveforms 
aperiodic, 4 1 
bandlimited, 53-58 
bandpass, 47-49 
basic, 629, 63 1-32 
CDMA, 337,338 

complex, 48 
continuous, 43,44-45 
energy measurement with samples, 47 
FM, 2 
geometric representation of, 68 1 
impulse response, 54 
lowpass, 44-45,47 
noise, 6 4 , 6 5 4 6 , 7 2 5 ,  1184 
nonperiodic, 630 
OQPSK, 750 
periodic, 41, 630 
PN, 63,638 
random, 64 
received, 765 
rectangular, 29 
requirements, 53 
reverse link, 750-6 1 
time, 11 84 
transmitted, 763 
transmitter, 74  1 
vector representation of, 679-87, 68 1 
Walsh, 1 182-84 
white noise, 137 

Waveform synthesis, 679 
Waveshaping filters, 57, 58 
Waveshaping techniques, 56 
Weldon, E.J., 560, 561 
White Gaussian noise, 102-5, 824 

autocorrelation function, 103 
bandlimited, 103 
defined, 102 
ideal lowpass filter with, 103 
RVs, 105 
terms, 824 

White noise 
autocorrelation function, 103, 835 
bandlimited, 103-4,12628 
filtering results, 134 
Fourier transform of, 830 
integrated, parameters, 823-27 
through lowpass filter, 766 
spectral density, 725 
waveform simulation, 137 

Wiener-Kinchine theorem, 96,99 
Windowing ripple effects, 34 
Woodward notation, 38, 643 
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Word-error probability, 759 Zech's log table, 550 
bit-error probability from, 761 constructing, 550 
for noncoherent M-ary orthogonal for extension Galois fields, 551 

system, 760 Zero-adding technique, 648 
obtaining, 761-63 Zero insertion, 645, 647 
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